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Abstract
Objectives: This study aims to develop a robust medical recognition system
using deep learning for the identification of various lung diseases, including
COVID-19, pneumonia, lung opacity, and normal states, from chest X-ray
images. The focus is on implementing ensemble fixed features learning
methods to enhance diagnostic capabilities, contributing to the development of
a cost-effective and reliable diagnostic tool for combating the global epidemic
of lung disorders. Methods: The study utilizes a Kaggle dataset containing
COVID-19 chest radiography images. Raw X-ray images undergo preprocessing
for contrast enhancement and noise removal while addressing dataset
imbalance through near-miss resampling. Ensemble learning techniques,
including two and three-level methods, are employed to harness the strengths
of individual base learners—VGG16, InceptionV3, and MobileNetV2. The
model’s performance is evaluated using metrics such as accuracy, recall,
precision, and F1-score. For remote access, a user interface and a shared web
link are developed using Python Gradio. Findings: In two-level ensembles,
features from base learners are concatenated and classified using a support
vector machine. Three-level ensembles use concatenated features classified
by three machine learning classifiers, employing a majority voting system for
the final prediction. The two-level method achieved 93% accuracy, precision,
recall, and F1 score. The three-level ensemble model demonstrates superior
performance, achieving 94% accuracy in detecting four lung diseases, namely
COVID-19, pneumonia, lung opacity, and normal states.Novelty: This research
contributes to the field by showcasing the efficacy of deep learning technology,
particularly ensemble learning, in enhancing the detection of lung diseases
from raw chest X-ray images. The model employs three modified and efficient
pretrained networks for automatic feature extraction, eliminating the need
for manual feature engineering. The developed model stands as a promising
decision-support tool for healthcare professionals, particularly in low-resource
environments.
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1 Introduction
Lung diseases include pneumonia, tuberculosis, lung opacity, and COVID-19 are a
worldwide health issue. COVID-19 has increased the urgency of respiratory illnesses,
according to the WHO in 2020 (1). Traditional methods for identifying lung diseases
include skin tests, blood tests, sputum sample analysis, chest X-rays, and computed
tomography (CT) scans. Radiologists and doctors use X-ray and CT images to
diagnose lung diseases. X-rays are popular in radiology because they are non-invasive,
cost-effective, distant, and portable (2). Due to interclass similarities, lung disease
interpretation is difficult despite medical imaging advances, requiring more computer-
aided systems (CAD).

Recent advances in GPU technology and deep learning, have greatly improved CAD
system performance. Machine learning algorithms such as support vector machines
(SVM), K-nearest neighbors (KNNs), and decision trees (DT) have contributed to
disease prognosis, their performance heavily depends on feature extraction (3). Deep
learning techniques, especially, notably Convolutional Neural Network (CNN), have
gained popularity in medical imaging to address these limitations (4,5). However, the
categorization of multiclass lung diseases remains a challenging task.

Several research articles have focused on binary classification of lung diseases using
DL. Recent studies by various researchers have made significant strides in multiclass
lung disorder detection using chest X-rays. Ozturk et al. (6) demonstrated the success
of their 17-layer Darknet model in accurately identifying COVID-19 in both binary
and multi-class classification tasks. The lightweight DCNN model designed by Sultana
et al. (7) for the identification of lung diseases outperformed other pretrained CNN
architectures. Hussain’s work (8) introduced the CoroDet CNN model, emphasizing
the importance of activation functions and various network layers in detecting lung
diseases from X-ray and CT scan images. Furthermore, Ucar et al.’s (9) COVIDiagnosis-
Net addressed class imbalance issues in classifying chest X-ray images into Covid,
Pneumonia, and Normal categories; the researchers incorporated offline augmentation
techniques to enhance themodel’s performance. ChestX-ray6 (10), despite its lightweight
architecture, demonstrated impressive accuracy in detecting pneumonia, COVID-19,
and other diseases. Goram et al. (11) proposed a model using VGG19 followed by
CNN layers from scratch to classify six different diseases from chest X-rays. The study
presented byAI, Sheikh (12), introduced a novel image enhancement algorithmusing the
k-symbol Lerch transcendent functions model in the pre-processing phase to enhance
images based on pixel probability and classification, a customizedCNNarchitecture and
two pre-trained CNNmodels (AlexNet andVGG16Net) were employed. D3SENET (13),
a hybrid feature extraction network combining multiple architectures and employing
traditional machine learning methods for classification, including SVMs. Farhan et
al. (14) proposed a hybrid network for lung diseases classification, in which 2D CNN
network was designed to extract features from X-ray images, and the features were
optimized using min-max scaling and classified using various ML algorithms.

Despite the promise shown by CAD systems, multiclass lung disease categorization
using chest X-ray images faces obstacles, particularly in improving image quality and
addressing data balancing. Most studies in this domain have focused on individual
pretrained architectures or CNN models developed from scratch, with a notable lack
of exploration into combining these models to enhance detection capabilities. The
existence of interclass similarities and the relatively underexplored nature of multiclass
lung disease classification highlight the need for further advancement in this area.
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We propose an effective deep ensemble learning-based multiclass classification method for COVID-19, pneumonia, lung
opacity, and normal lung diseases to address these problems.

1.1 Contributions of the Research:

1. Development of an efficient DL model capable of accurately classifying various lung diseases using X-ray images.
2. Implementation of data preprocessing techniques to enhance image quality and reduce noise in raw images.
3. Utilization of resampling techniques to address the issue of an unbalanced dataset
4. Creation of a trained model through an ensemble of pretrained CNNs for feature extraction, with the incorporation

of a majority voting system to generate the final classification score based on the outputs of different machine learning
classifiers.

5. Enhancement of the accuracy of pretrained DL models through the incorporation of additional layers

2 Methodology
The proposed methodology for the multi-class classification of lung diseases using chest X-ray images is shown in Figure 1.
It comprises several stages, including data acquisition, image pre-processing (involving image resizing, normalization,
enhancement, and noise removal), data resampling, feature extraction, and classification. For feature extraction, we
employed fine-tuned pre-trained models, such as VGG16, MobileNetV2, and InceptionV3. The resulting feature vectors were
concatenated and then used in anML classifier model (SVM, RFt, KNN, DT) to determine the final classification score through
a majority voting system. Performance parameters of the trained model were measured.

Fig 1. Proposed Methodology for lung diseases prediction using Chest X-rays

2.1 Dataset

The chest X-ray datasets utilized in this research were sourced from the COVID-19 Radiography Database, which received the
COVID-19 Dataset Award from the Kaggle Community.These datasets are freely accessible on Kaggle and can be downloaded
using the link (15). The database is continually updated with contributions from researchers across different regions.The dataset
comprises a total of 18,953 images distributed across four different classes: COVID-19, Lung Opacity, Normal, and Viral
Pneumonia, with respective counts of 3616, 6012, 7980, and 1345. The distribution of these images is unbalanced, and they
exhibit noise as well as a distinct difference in contrast.
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2.2 Image Quality Enhancement

The proposed model undergoes preprocessing on input chest X-ray images, including image resizing, histogram equalization,
and median filtering. To standardize image sizes due to variations, resizing is performed to achieve dimensions of 224x224x3,
consistent with the input requirements of pretrained networks. Histogram equalization is employed to enhance image intensity.
Noise is introduced during the X-ray scanning process when adjusting image intensity. As indicated in a study (16), median
filtering exhibits superior efficiency in enhancing X-ray datasets compared to techniques like adaptive bilateral filtering, average
filtering, and Wiener filtering. In this model, a 2D median filtering technique is utilized, processing pixels individually. This
technique entails substituting each pixel’s value with the median value of its neighboring pixels, determined by a specified
window size. In this design, a window size representing a 5 x 5 neighborhood is employed. The resulting output after median
filtering is defined by the following equation:

I2(i, j) = median I1(i, j)(i, j) w

Where I2 is the output of the median filtering, and w is the window size. Figure 2 illustrates the effect of image quality
enhancement after applying histogram equalization and median filtering techniques.

Fig 2. Original images and pre-processed images of various class

The issue of class imbalance in medical image classification poses a challenge, leading to bias that favors the majority class
and compromises classifier accuracy. To tackle this problem, the Near-Miss under-sampling technique is utilized, selectively
eliminating samples from the majority class while retaining essential learning-related data. This approach alleviates bias by
identifying samples based on their shortest average distance to their K nearest neighbors.

2.3 Feature extraction for classification

The key step in developing any classification application is identifying the optimal deep learning (DL) architecture for the
dataset. In this study, the potency of DNN is harnessed to derive feature vectors for the classification of diseases from CXR
images. The principal aim of this investigation is to acquire features from CXR images through the application of transfer
learning. Subsequently, these features are employed in the classification process using traditional machine learning classifiers.

Transfer learning, essentially, leverages the capabilities of a neural network previously trained on extensive and diverse
datasets to extract meaningful information for application in other tasks. There are three fundamental strategies of transfer
learning:

1. Transfer learning
2. TL with tuning
3. Fixed feature extraction

Transfer learning strategies are shown in Figure 3.
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Fig 3. Transfer learning strategies

Below is a brief explanation of the TL, TL with fine-tuning, and fixed feature extraction techniques.

2.3.1 Transfer Learning
It enables an existing neural network to adjust to new datasets or domains. This entails retraining solely the fully connected
(classification) layer, preserving the pre-trainedmodel’s convolutional base.The architecture is then configured to accommodate
the specific application’s class requirements, offering efficiency in adapting to novel datasets.

2.3.2 Transfer learning with a fine-tuning
In deep learning models, higher-level layers capture problem-specific features, while lower-level layers encode more general
features. To enhance the performance of pre-trained networks on new datasets, the process involves unfreezing the entire pre-
trained model or part of it and retraining.

2.3.3 Fixed feature extraction
This approach begins with a model pre-trained on a standard dataset, like ImageNet. The classification part of the model is
discarded, leaving only the feature extraction layers.These layers function as a feature extractor, andmachine learning classifiers
are employed for subsequent classification tasks.

The most widely employed pre-trained CNN architectures in the field include ResNet, VGG, Inception, AlexNet, and,
MobileNet, among others. In our experiment, three prominent architectures were utilized: VGG-16, InceptionV3, and
MobileNetV2.

VGG:VGGNet, notably VGG-16 andVGG-19, outperformsAlexNet by using cascaded 3x3 kernel-sized filters for improved
performance.

MobileNet: MobileNet, available in versions like MobileNetV1, V2, and V3, is optimized for mobile devices. Introduced
by Szegedy et al. (2014), its lightweight architecture, featuring depth-separable convolutional layers and bottleneck modules,
provides an efficient solution for deploying deep learning models on smart devices.

Inception: The Inception family encompasses various iterations such as InceptionV1 (GoogLeNet), InceptionV2,
InceptionV3, InceptionV4, and InceptionResNet. The key feature of the inception block is its unique approach, applying
multiple filter sizes simultaneously to the input image instead of merely increasing the depth with additional layers. Outputs
from each inception block are concatenated and passed to the next, facilitating parallel processing of diverse receptive field sizes
within a single layer. This design significantly boosts the network’s ability to capture a wide range of features.
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2.4 Ensemble of Learning

It is a technique that involves combining multiple models to create a more robust and accurate predictive model.This approach
often achieves better performance than any individual model (17). In our experiments, we employed two different ensemble
learning approaches.

2.4.1 First Approach - Two-Level Ensemble Method
Pretrained CNN networks, namely VGG-16, InceptionV3, and MobileNetV2, exhibited superior performance on the COVID-
19 classification dataset in terms of accuracy (18). To customize them for the specific task, modifications are introduced to
the architectures. Figure 4 illustrates the proposed adjustments to VGG-16, Inception-V3, and MobileNetV2, incorporating
additional layers and removing the classification layer. These modifications were implemented to enhance the models’
performance in the targeted lung disease classification task.

Fig 4. Modified VGG-16, MobileNetV2 and InceptionV3 architecture

The proposed modified architectures are employed to extract features from the processed chest X-ray image dataset, with all
layers frozen using ImageNet weights. Each model produces feature vectors: F1, F2, and F3, respectively. These feature vectors
are subsequently combined and inputted into the ML classifier for the assessment of the classification scoreIn this study, the
selected machine learning classifier is SVM. It is chosen for its effectiveness, especially with relatively small to moderately-sized
datasets, and its capability to handle both linear and non-linear separations. The two-level ensemble method is depicted in
Figure 5.

Fig 5. Two Level Ensemble Method
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2.4.2 Second Approach - Three-Level Ensemble Method
In contrast to the first approach, which trained three base learners and concatenated their extracted features into a single vector,
the secondmethod employs four distinct classifiers: SVMDT, RF, and KNN. Instead of relying on a single classifier, a maximum
voting system is employed to make predictions for the classification category, minimizing misclassification rates. The figure
illustrates the majority voting system integrated into the ensemble machine classifier model for predicting lung diseases. This
approach leverages the collective decisions of multiple classifiers to enhance the accuracy and reliability of the classification
results. The three-level ensemble method is depicted in Figure 6.

Fig 6.Three level Ensemble Method

2.5 Measurement of Performance Metrics

The model’s performance is evaluated through the generation of a confusion matrix. A confusion matrix is a tabular
representation summarizing the classifier’s performance, involving four fundamental terms: False Positives (FP), FalseNegatives
(FN), True Positives (TP), and True Negatives (TN). By utilizing this confusion matrix, various performance metrics such as
accuracy, precision, recall (sensitivity), the F1 score, and others are calculated to comprehensively evaluate the classifier model.

Accuracy = T P+T N
T P+FP+T N+FN

Precision = T P
T P+FP

Recall = T P
T P+FN

F1 Score = 2∗ Precision∗Recall
Precision+Recall

2.6 User Interface

Theproposedmodel features a user interface built with PythonGradio.This interface enables users to interact with themachine
learning model through a web browser, enhancing accessibility and shareability. As a result, users can conveniently access the
model remotely to conduct lung disease classification from chest X-ray images.

3 Results and Discussion
As mentioned earlier, the chest X-ray dataset comprising four classes was obtained from Kaggle. The experiments were
conducted on a machine equipped with a 2.70GHz Intel(R) Core(TM) i7-6820HQ CPU, utilizing the TensorFlow/Keras
Python framework. Many contemporary techniques apply deep learning models directly without addressing image quality
enhancement, leading to inaccurate outcomes. Table 1 presents the training and validation accuracy of CNN models, such as
CNN from scratch, ResNet50, VGG16, InceptionV3, andMobileNetV2, on our dataset without any image quality enhancement
or data balancing. The results reveal a noteworthy gap between training and validation accuracy, highlighting the challenges
these networks face when dealing with low-quality input data. Table 1 provides training and validation accuracy for various
pretrained networks without any preprocessing.

Data preparation is a crucial step in DL, involving preprocessing the dataset to eliminate noise, adjust contrast, and resize
images. To address the challenge of class imbalance and mitigate bias during model training, data resampling was performed.
The dataset was then divided into two subsets with a 70:30 ratio, forming a training set and a validation set. Various strategies
were employed to evaluate the DL model’s performance.
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Table 1. Training accuracy and validation accuracy of various pretrained network without any processing
Network Architecture Training Accuracy Validation Accuracy
CNN from scratch (6 Layers) 0.42 042
ResNet50 0.60 0.32
MobileNetV2 0.81 0.78
InceptionV3 0.82 0.77
VGG-16 0.87 0.76

As indicated in Table 1, VGG-16, MobileNetV2, and InceptionV3 architectures demonstrated better performance compared
to other pretrainedmodels on the dataset.Thesemodels operated independently as feature extractors, and the extracted features
were subsequently classified using a single ML classifier. In this proposed method, the performance of SVM and RF classifiers
was compared, utilizing 42 decision trees and a random state value of 32 of RF. Table 2 represent the performance matrix of
various pretrained architecture.

Table 2. Comparison of performance metrics of modified pretrained Network + ML Classifier
Modified pretrained Network ML Classi-

fier
Accuracy Precision Recall F1 Score Feature extraction

Time (Inminutes)
VGG-16 RF 0.78 0.78 0.78 0.78

13.18
VGG-16 SVM 0.87 0.93 0.93 0.93
InceptionV3 RF 0.75 0.76 0.75 0.76

17.63
InceptionV3 SVM 0.86 0.86 0.86 0.86
MobileNetV2 RF 0.85 0.85 0.85 0.85

1.96
MobileNetV2 SVM 0.92 0.92 0.92 0.92

As presented in Table 2, the SVM classifier consistently outperforms the RF classifier across all pretrained architectures.
Moreover, MobileNetV2 demonstrates faster feature extraction times compared to VGG-16 and InceptionV3, likely owing to
its lighter architecture. Notably, the combined use of themodifiedMobileNetV2 pretrained architecture with the SVM classifier
achieves the best performance among the evaluated architectures for the dataset.

In the first approach, an ensemble is created bymerging feature vectors extracted frompretrainedVGG-16, InceptionV3, and
MobileNetV2 models. These concatenated features were employed with an SVM classifier for prediction, yielding noteworthy
performancemeasures.The accuracy score, precision, recall, and F1 score all achieved 0.93. In classification problems, accuracy
is a crucial metric, reflecting the alignment of estimated values with the original values in the classification process. The
outcomes indicate that the 2-level ensemble approach enhances accuracy from 0.92 to 0.93, underscoring its effectiveness.

In the second approach, feature vectors were generated by combining pretrained networks VGG-16, InceptionV3, and
MobileNetV2. Prediction was carried out using various machine learning classifiers such as SVM, RF, DT, and KNN, followed
by majority voting for the final prediction. Table 3 presents the performance measures for the two- and three-level ensemble
approach.

Table 3. Performance measures of two and three level ensemble method
Approach Base Learner ML Classifier(s) Accuracy Precision Recall F1

Score
First approach (2
Level ensemble)

VGG16+InceptionV3+MobileNetV2 SVM 0.93 0.93 0.93 0.93

Second
Approach (3
Level Ensemble)

VGG16+InceptionV3+
MobileNetV2

SVM+RF+DT+KNN(Majority
Voting System)

0.94 0.94 0.94 0.94

Three level ensemble approaches the performance measures improved from 0.93 to 0.94. The confusion matrices for two
approaches are presented in Figure 7.

To enable remote access to the model for classification, a shared web link and user interface was developed using Python
Gradio. Figure 8 showcases the predicted result within the user interface. This user-friendly interface allows users to interact
with themodel through a web browser, making it accessible and convenient for remote classification of lung diseases from chest
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Fig 7. Confusion Matrix for 2 level and 3 level ensemble method

X-ray images.

Fig 8. User Interface for Lung Diseases Classification

3.1 Comparison with State-of-the-Art Methods

We conducted a performance comparison of the proposed ensemble method against existing methods. In summary, Table 4
presents a compilation of studies utilizing CNN models, showcasing encouraging outcomes. However, these investigations
employ a variety of CNN architectures, training datasets, the number of classes, and design parameters. Consequently, a direct
comparison between these studies would be unjust. It is widely recognized that models trained with limited training data often
yield subpar approximations, whereas models trained with fewer classification categories tend to perform better.

Table 4. Comparison of proposed work with other related research work
Continued on next page
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Table 4 continued
References No of Classes Architecture Accuracy
(19) 4 (Covid-19, Viral Pneumonia, Bacterial

Pneumonia, Normal)
Xcepion 89 %

(20) 3 (Normal, Covid-19, SARS) DeTraC 93 %
(21) 4 (normal, pneumonia, and pneumothorax,

normal, pneumonia, and pneumothorax)
EfficientnetV2 82 %

(22) 3 (Covid-19, Viral and Bacterial Pneumonia) MobileNetv2 fine tuned 92 %
(23) 4, (normal, viral, bacterial pneumonia and

COVID-19)
Ensemble of ResNet50 with
MobileNet_V2 with Incep-
tionResNet_V2

94 %

Proposed 4, normal, viral pneumonia, lung opacity and
COVID-19

Ensemble of VGG16,
Inceptinv3 and
MobilenetV2 with fixed
feature extraction and ML
Classifiers

94 %

4 Conclusion
Theproposed convolutional deep learning-based technique utilizes an ensemble fixed feature extraction approach for classifying
various lung disorders from chest X-ray images. This fully automated and end-to-end model eliminates the need for manual
feature extraction. In the multiclass classification of COVID, viral pneumonia, normal, and lung opacity, the ensemble model
achieves a classification accuracy of 94%. The user-friendly interface further enhances convenience for remote classification.
In the future, this study may involve expanding the database to include more classes for classifying other lung disorders.
Additionally, wemay incorporate X-ray images with additional metadata, such as age, gender, region, smoking habits, and other
physical symptoms, for training. Furthermore, testing the proposed models in clinical practice and consulting with medical
professionals would validate their practical use in diagnosing lung diseases.
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