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Abstract
Objectives: Recommender Systems (RS) powered by algorithms of machine
learning is a popular tool for planning and implementing custom-made travel
proficiencies. The persistence of this study is to recommend destinations
according to a selection of various dimensions by the user. Methods: This
approach uses a hybrid filtering system for recommendation with a weighted
K-means clustering algorithm. For this study dataset was taken from Kaggle.
Data considers different cities of India with different dimensions like city,
name, type, and significance. According to the city first find latitude and
longitude for precise clustering. Future work will incorporate optimization
techniques to improve cluster formation recommendation accuracy. Findings:
Clustering (unsupervised learning) is a separation technique that involves
assigning locations to corresponding subsets of related clusters. The weighted
K-means clustering algorithm is used with the elbow method which is used for
discovering the optimum number of clusters. In weighted K-means algorithm
for clustering uses scaling factor w𝑖 which transforms the impression of
individual features to the whole distance calculation. It signifies themeaning of
the ith feature in the perspective of the grouping task. Offering a scaling factor
permits additional tractability in modifying the outcome of specific features
on the distance calculation. It enables customization of the distance metric
constructed on the specific requirements and characteristics of the records and
clustering task. In this study, user can selectmultiple dimensions of their choice
and get recommendations according to their choice. The proposedweighted K-
means algorithm shows a significant improvement in accuracy which considers
the proportion of correct recommendations out of all recommendations. A
comparison with traditional K-means was conducted, where the weighted
algorithm achieved a 17% higher accuracy due to its ability to give importance
to specific features. The future version of the proposed systemwill incorporate

https://www.indjst.org/ 4187

https://doi.org/10.17485/IJST/v17i40.2266
https://doi.org/10.17485/IJST/v17i40.2266
https://doi.org/10.17485/IJST/v17i40.2266
bhoomi.bangoria@gmail.com
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
www.iseeadyar.org.
https://www.indjst.org/


Bangoria et al. / Indian Journal of Science and Technology 2024;17(40):4187–4197

optimization techniques for enhanced performance. Novelty: The suggested
solution in this paper demonstrates that the user can enter the city of their
choice. The recommended method indicates the city and nearby predilections
once the user has selected their parameters, such as consuming formations
or name or type. The ratio of relevant destinations that have been successfully
recommended is 18% more compared to the K-means clustering algorithm.
Keywords: Recommender System; Clustering; Destination Recommender
System (DRS); Machine Learning; Weighted K-means clustering Algorithm

1 Introduction
Utilizing Destination Recommendation Systems to increase visitor satisfaction has
become much more common in recent years. Strong new technologies, known as
recommender systems, let consumers find the most popular tourist spots according to
their interests. The built-up construction of the tourism sector desires to be modified
in line with the evolving ideas about human life. Every year, more people are casually
traveling for free to beautiful locations. Travel experiences that are customized and
varied are gaining superior helpfulness from travelers. When it comes to managing and
marketing markets with a diversity of mobility patterns and forms, smart destinations
have both possibilities and challenges. Views differ between researchers concerning the
concept of smart destinations (1).Thiswork is significant because it examines destination
innovation and competitiveness from both individual and structural perspectives (2).
One approach is to study how tour elements influence environmentally conscious
travelers’ intentions to return, focusing on their trust and connection with the
destination (3). This research improves user capability and commitment to e-commerce
platforms by utilizing a personalized recommendation engine (4). Through population
initialization, fitness function definition, and parameter setup, it combines the best
features of the K-means and genetic algorithms (5). Another feature that benefits future
visitors is the ability for visitors to instantly share their experiences (6). Players can
make educated judgments as potential tourists by using the tourism destinations
serious game (TDSG), which suggests appropriate tourist places to them (7). The
transportable and tourism division has grown expressively in the last several years, and
in quickly emerging countries like India, it is now one of the largest service sectors.
Artificial intelligence is a really helpful tool these days for recommendations. Artificial
Intelligence (AI) has revolutionized recommendation systems by enabling them to
analyze large volumes of data and offer personalized suggestions.

The presented research work focuses on selecting various dimensions according to
the user’s choice. Different regions researchers have developed a machine learning-
based model to recommend in specific dimensions only. After a worldwide literature
review of various studies, it is observed that studies related to various dimensions are
not considered for the recommendation. The existing research work aims to develop a
weighted K-means Clustering algorithm to recommend destinations according to users’
multidimensional preferences.

The mean of precision and recall which provides a balanced measure of the RS
performance is 18% more in the proposed system.

2 Methodology
This study compares three clustering algorithms: K-means (5), Density-Based Spatial
Clustering of Applications with Noise (DBSCAN), and Ordering Points to Identify the
Clustering Structure (OPTICS) (8). This study used a data set (https://www.kaggle.com
/datasets/saketk511/travel-dataset-guide-to-indias-must-see-places) that considers
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different city names, types, and significance. According to city names, using a geolocator object in Python get latitude and
longitude.

2.1 K-means Clustering Algorithm (5)

A well-liked unsupervised learning technique for splitting datasets into ℜ unique, non-overlapping subsets or clusters is K-
means clustering.

Algorithm:
1. Initialize k centroids 𝜇1,𝜇2,…,𝜇𝑘
2. Repeat until convergence:
a. Assignment Step: Allocate individual data points to the nearest centroid as shown in Equation (1) (5)

𝐶𝑖 = 𝑎𝑟𝑔 𝑚𝑖𝑛𝑗 ||𝑥𝑖 − 𝜇𝑗||2 (1)

b. Update Step: Recalculate centroids for each cluster as shown in Equation (2). (5)

𝜇𝑗 = 1
𝐶𝑗 ∑

𝑥𝑖 ∈ 𝐶𝑗
(𝑋𝑖) (2)

2.2 DBSCAN Clustering Algorithm (8)

DBSCAN is a popular clustering algorithm used to find clusters in data with noise and varying densities.
Algorithm:
1. Initialization: Choose two parameters: MinPts, the bare minimum of points needed to create a dense region (cluster),

and 𝜀 (epsilon), the neighborhood search radius.
2. Core Points, Border Points, and Noise:
Core Point: A point is considered core if it is within the distance 𝜀, at least MinPts points (including the point itself).
Border Point: It is a point that is 𝜀 away from a core point but has fewer points in its 𝜀-neighborhood than MinPts.
Noise Point: A point that is not a border or a core point.
3. Distance Calculation:
Determine the separation between every pair of points by utilizing a suitable distancemetric, such as the Euclidean distance.

In n-dimensional space, the Euclidean distance between two points, p, and q, is given by Equation (3). (8)

𝑑𝑖𝑠𝑡(𝑝,𝑞) = √∑𝑛
𝑖=1 (𝑝𝑖−𝑞𝑖) 2 (3)

4. 𝜀-Neighborhood:
The definition of the 𝜀-neighborhood for a given point p is as shown in Equation (4). (8)

𝑁𝜖(𝑝) = {𝑞 ∈ 𝑅𝑛 ∣ 𝑑𝑖𝑠𝑡(𝑝,𝑞) ≤ 𝜖} (4)

This means N𝜀(p) includes every point q with a distance from p equal to or less than 𝜀.

2.3 OPTICS Clustering Algorithm (8)

Similar to DBSCAN, the OPTICS algorithm is a density-based clustering method that can find clusters in data with different
densities. It arranges the dataset in a way that illustrates the density-based grouping structure.

Algorithm:
1. Initialization:
Parameters: The terms 𝜀 (neighborhood maximum radius) and MinPts (minimum points to establish a dense zone) are

used.
Data Structures: Priority queue (OrderSeeds), final order list (OrderedList), core distances, and reachability distances.
2. Core Distance Calculation:
For each point p, compute the basic distance, which is the space to its MinPts-th nearest neighbor within 𝜀. If there are fewer

than MinPts neighbors, the core distance is ∞.
3. Main Loop – ordering and Expansion:
Process each unprocessed point p:
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• Add p to ‘OrderedList’.
• Find neighbors of p within 𝜀.
• If p is a core point (core distance is finite), update the reachability distances of its neighbors.
• Continue processing points from ‘OrderSeeds’ based on reachability distances until all points are processed.
4. Result Interpretation:
• The output is an ordered list of points based on their reachability distances.
• Clusters can be extracted by plotting the reachability distances and identifying valleys (dense regions).

Table 1. Comparison of Clustering Method
Feature K-means Clustering DBSCAN (Density-Based Spatial

Clustering of Applications with
Noise)

OPTICS (Ordering Points To
Identify the Clustering Struc-
ture)

Approach Partitioning Method Density-Based Method Density-Based Method
Parameters - Number of clusters k

- Initialization of centroids
-𝜀(eps): Extreme radius of the neigh-
bourhood
-MinPts: To construct a dense region
needed minimum number of points

- 𝜀′: Reachability distance
- MinPts: The bare minimum of
points required to identify a clus-
ter core point

Strengths - Simple and efficient for large
datasets
- Works well for spherical or convex
clusters

- able to locate clusters with any
shape
- Robust to noise and outliers
- There is no requirement to prede-
termine the number of clusters.

- Can handle clusters with varying
densities
- Produces a hierarchical cluster
ordering
- Useful for visualization

Weaknesses - Requires specifying the quantity of
groups (k)
- Sensitive to initial placement of
centroids
- Poor performance with non-
spherical clusters and varying
densities

- Choice of 𝜀 and MinPts is critical
- Not well-suited for datasets with
varying densities
- Performance decreases with high-
dimensional data

- Computationally intensive
- Requires careful selection of
parameters

Performance on
Different Cluster
Shapes

Likely to split clusters with varying
densities or miss non-spherical clus-
ters.

Good for clusters of similar density.
Can find non-spherical clusters.

Excellent for clusters with varying
densities and shapes.

Clusters Found Forced into k spherical clusters Arbitrarily shaped clusters estab-
lished on density

Hierarchical ordering allowing
flexible cluster extraction

Noise Handling Does not handle noise explicitly Identifies noise as points which are
not belong to any cluster

Similar to DBSCAN, but with bet-
ter adaptability to density varia-
tions

Example Parame-
ters

k=8 𝜀=0.5, MinPts = 5 𝜀′=0.5, MinPts = 5

Result Summary - 8 clusters of roughly equal size and
shape
-May split a single dense cluster into
multiple clusters
- May combine sparse clusters

- Identifies dense clusters, ignoring
noise
- Struggles with clusters of varying
density
- Parameter sensitivity can lead to
missed clusters or merged clusters
- allows to handle clusters of varying
density and reject noise

- Orders points to reflect density-
based structure
- Accommodates varying densities

- Provides detailed hierarchical
cluster information

After the study of partitioning and density-based methods, it shows that simple statistical data are used in density-based
algorithms. DBSCAN is well-suited for identifying clusters of arbitrary shapes by identifying ’core’ and ’border’ points in a
dataset, core points are those that have a sufficient number of neighbors within a specified radius, while border points are those
connected to core points but lacking their dense neighborhood while OPTICS provides a hierarchical density-based cluster
ordering. However, the partitioning method was chosen for this study due to its ability to efficiently cluster large datasets with
spatial data, particularly after enhancing it with feature weights. In this study, we consider cities from different states which is
why using the partitioning method for further work and the weighted K-means clustering algorithm for our proposed work.
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2.4 Proposed Work

Our experimentationswere accomplished to relate the comparative efficiency, comparing the benchmark recommender system’s
features with the prototype recommender systems in terms of novelty and usability. In the user interface, first users have to
enter the city of their choice and select criteria like restaurants, hotels, historical places, and others. After submitting these
data, the request goes to backend services. In backend services, first, check for input data validation, check it in the database,
and process the data. Then after applying hybrid filtering techniques for recommendation. In clustering, used a weighted K-
means clustering algorithmwhich used scaling factor and elbowmethod to discover an ideal number of clusters. We extend the
Euclidean distance formula by introducing a scaling factor that adjusts the contribution of each feature to the whole distance
calculation. This scaling factor is a parameter that reflects the importance or relevance of each feature from the perspective of
the clustering task.

After that use business logic in which it considers criteria matching with user preferences. At last, the system recommends
places according to user preferences. In the future, I will try to utilize optimization techniques.

Our proposed system architecture is shown in Figure 1.

Fig 1. Proposed System Architecture

Weighted K-means Clustering Algorithm:
Input: Dataset X, k_max - the maximum number of clusters
Output: k_opt - Optimal number of clusters, Cluster assignments
Step 1: Data Preprocessing (Scaling)
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1. Determine the standard deviation 𝜎 and mean 𝜇 for every feature in X
2. Standardize X to X_scaled using X_scaled = (X - 𝜇 / 𝜎)
Step 2: Initialize Centroids
For k = 1 to k_max:
Choose k data points at random from X_scaled to serve as the starting centroids of {c_1, c_2,..., c_k}.
Step 3: Assignment Step
Continue till you reach convergence:
For each data point x_i in X_scaled:
1. Compute Euclidean distance to each centroid c_j as per Equation (6).

𝑑(𝑥,𝑦) = √𝑤1 (𝑥1 −𝑦1) 2̂+𝑤2 (𝑥2 −𝑦2) 2̂+⋯+𝑤𝑛 (𝑥𝑛 −𝑦𝑛) 2̂ (5)

𝑑(𝑥,𝑦) = √∑𝑛
𝑖=1 𝜔𝑖 ⋅ (𝑥𝑖 −𝑦𝑖)2 (6)

where,
x and y are the vectors which represent two data points
x𝑖 and y𝑖 are the values of the i-th feature of points p and q respectively
w𝑖 is the scaling factor (weight) associated with the i-th feature.

2. Assign x_i to the nearest centroid
Step 4: Update Step
For each centroid c_j:
1. Update c_j to the average of all its allocated data points
Step 5: Continue till you reach convergence
1. Repeat Steps 3 and 4 until the centroids stabilize
ElbowMethod for Determining Optimal k
For k = 1 to k_max:
1. Perform K-Means clustering
2. Compute Within-Cluster Sum of Squares (WCSS):
3. Store WCSS for k
4. Plot the WCSS on the y-axis and k on the x-axis.
5. Determine the ”elbow” point, or the ideal number of clusters k, at which the WCSS drop slows down.

3 Results and Discussion
The result of weighted K-means clustering is presented here. Different clustering methods are used with the dataset. The
experiment was conducted using latitude and longitude for clustering methods. The result of each model is represented below.

3.1 K-Means Clustering Algorithm

Figure 2 shows the result of the K-Means Clustering Algorithm on a dataset with two features Latitude and Longitude. The
different color dots identified different clusters by the K-Means clustering algorithm and each cluster groups together that have
nearby latitude and longitude. Average locations of all points in a cluster which is centroid shown by a red star. Figure shows that
based on latitude and longitude data how different clusters are formed. Centroids are represented as the center of the cluster.

3.2 DBSCAN Clustering Algorithm

Figure 3shows the result of the DBSCANClustering Algorithm on a dataset with two features Latitude and Longitude. Based on
latitude and longitude, this identified clusters of closely connected points and separated from noise points. Like the K-Means
clustering algorithm, DBSCAN does not require a number of cluster sizes in the beginning and is mainly active at recognizing
clusters of arbitrary shape and handling noise.
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Fig 2. K-Means Clustering Algorithm

Fig 3. DBSCAN Clustering Algorithm

3.3 OPTICS Clustering Algorithm

Figure 4 shows the result of the OPTICS Clustering Algorithm ona dataset with two features Latitude and Longitude. This is
similar to DBSCAN but provides more information by ordering the points to reveal the cluster structure at various density
levels. To identify clusters of variable density is useful by using this approach. It is exciting to visually distinguish clusters from
noise directly because of no color differentiation. The algorithm’s results might need further interpretation or visualization
techniques to highlight the identified clusters.

3.4 Weighted K-Means Clustering Algorithm

Figure 5 shows the Elbowmethod graph. By using the Elbowmethod inthe proposed work, easily identified the optimal number
of clusters using WCSS. Figure 6 indicates that in the Weighted K-Means clustering algorithm, use ideal number of clusters
which is obtained by the Elbow method, and used scaling factor which adjusts the contribution of each feature to the overall
distance calculation.The scaling factor represents the importance of ith feature in the perspective of the clustering task. We can
also test with different values of scaling factor to order definite features over others based on data characteristics.
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Fig 4. OPTICS Clustering Algorithm

Fig 5.The ElbowMethod Graph

Fig 6. Weighted K-Means Clustering Algorithm
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3.5 Evaluation Metrics:

The results of the following parameters are presented here.
Accuracy (ACC): The ratio of correct recommendations out of all recommendations made.
Precision (P): The proportion of recommended destinations that are relevant to the user’s selected criteria.
Recall (R): The ration of relevant destinations that have been successfully recommended.
F1-Score (F1): The mean of precision and recall which provides a balanced measure of the RS performance.
MeanAbsolute Error (MAE):Measures the average absolute difference between predicted and actual user satisfaction ratings.

Table 2. uantitative results for partitioning methods
Model ACC P R F1 MAE
K-means clustering algorithm 68% 0.65 0.62 0.63 0.32
Weighted K-means clustering algorithm 85% 0.82 0.80 0.81 0.18

The proposed system achieved a significant improvement in accuracy (17%) compared to traditional K-means, as shown in
Table 2. Precision and recall metrics further support this improvement, with the weighted K-means algorithm showing better
adaptability to the varied nature of destination features, such as historical landmarks or restaurants.

Table 3. Comparison, validation, and discussion with relevant literature
Sr.
No.

Validation Source Description Results and discussion (Favouring
/ Contra-
dicting with
presented
research)

Overview / Outcome

1 Focus on various applications of
recommender system and algo-
rithmic techniques with different
datasets. (9,10)

A hybrid filtering method is
used. Performance is improved
by applying optimization tech-
niques.

Favoring There were a lot of study papers found
about movie recommendations, but
not many about health, tourism,
or education-related recommender
systems.

2 According to analysis, to get
users’ past travel footprints.
Then, based on how long the
user stays in each beautiful spot,
suggestions are made estabased
on their interests in terms of
theme and distance. (11)

By using Flickr photo set with
geographical tags for recom-
mendation framework.

Favoring Distance between points of interest
(POIs) and the user’s interests to suggest
the best route taken by the algorithm.

3 Different itineraries are consid-
ered that change based on what
visitors are interested in, how
popular the itineraries are, and
how much they cost. (12)

PWP algorithm is used. Favoring The PWP algorithm can be expanded,
to visit unknown areas. It shows how
personalized recommendation systems
improve user satisfaction, in line with
our findings.

4 Along with pair-wise elicitation
preferences, the genetic algorithm
is used as the search method. (13)

Genetic Algorithm Favoring The system should be made better by
giving more weight to places that get
higher rankings than those that get
lower ratings.

5 As a division method, k-means
was chosen, and as a density-
based method, DBSCAN or
OPTICS was used. The point of
this study is to look into which
algorithm gave the most correct
results for Al Baqarah’s English
Tafseer chapter. (8)

K-means, DBSCAN and
OPTICS Cluster Algorithms on
Al-Quran Verses

Favoring The results show that k-means does
better than the others, even though it
has the lowest score of all of them. This
is because it takes less time to apply
and doesn’t make any noise for seven
clusters of the Al-Baqarah chapter.

Continued on next page
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Table 3 continued
6 Themain goal of this study was to

look at how trip recommendation
systems have changed above time,
what kinds of data sources, meth-
ods, and algorithms are being
used, how customizable they are,
and what problems or areas for
improvement still need to be
fixed. (14)

KNN algorithm, K-means algo-
rithm, Apriori algorithm, Naïve
Bayes algorithm

Favoring There are three generations of travel
recommenders based on how mature
their technology is, howmuch endusers
need to be involved, and how well they
provide ideal results from a traveler’s
point of view.

Table 3 presents a comparison of our results with relevant literature. For example, (11) and (13) validate the improved
recommendation system performance when using feature weighting and hybrid filtering techniques. In contrast, (8,14) suggests
that K-means can struggle with non-spherical clusters, but our weighting approach mitigates this limitation.

3.6 Presented results validation with previous results of relevant literature

As mentioned above, the hybrid filtering method and K-means algorithm for clustering give better results compared to other
models. For weightage, we have developed the weighted K-means algorithm for clustering which is secondhand for giving
weightage to specific parameters, and also used the elbowmethod to discover an ideal number of clusters.That’s why user gives
different choices for selecting destinations like historical places, restaurants, etc.

4 Conclusion
Impressively, this study presents a hybrid destination recommendation system using a weighted K-means clustering algorithm,
significantly improving the system’s accuracy compared to traditional clustering techniques. By factoring in user preferences
and assigning feature weights, the system achieved a 17% improvement in recommendation accuracy. The results align with
existing literature that emphasizes the importance of feature weighting and hybrid filtering techniques in recommendation
systems.The system allows users to input multiple preferences, offering more precise and relevant recommendations compared
to traditional algorithms. In the future, researchers can enhance more factors for selection like cafes, adventure parks, temples,
weather, etc., and also focus on incorporating optimization techniques to further enhance system performance.
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