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Abstract
Objective: Themain objective of this study is to determine themost important
blood test markers that may indicate the presence of COVID-19 in a patient.
To utilize the Cuckoo Search algorithm with SVM to explore the feature space
efficiently and select features that contribute significantly to the model’s
performance.Methods: A novel hybrid method for feature selection has been
proposed with the goal of improving the predictive capabilities of Support
Vector Machines (SVM) for determining COVID-19 severity. Blood test datasets
are used in the implementation of this study. The dataset has been split into
two parts: 80% for training and 20% for testing. First, we use two statistical
measures, chi-squared and mutual information, from the filter approach to
minimize the feature dimensions. As awrapper for SVM,we thenuse amodified
Cuckoo Search algorithm. Tomeasure how well the proposed approach works,
we used evaluation metrics such as accuracy, precision, recall, and F1 score.
Findings: The SVM classifier achieved the best performance with the features
obtained from the proposed hybridmethod, and the SVM classifier obtained an
accuracy of 92% using the blood test dataset. The outcomes demonstrate that
our hybrid approach effectively picks a subset of features thatmakes themodel
simpler while also making it more accurate and faster to compute. Novelty:
This research work proposes a new hybrid feature selection technique by
combining filter and wrapper methods to find the best feature set. This
combination is introduced for the first time in this type of work related to
COVID-19 prediction in which the results of Chi-Square andMutual Information
are used by the modified Cuckoo-Search algorithm to find the top features
pertaining to COVID-19 severity and also to improve the performance of SVM
model.
Keywords: Feature selection; Cuckoo search; Machine learning; Support
Vector Machine (SVM); Severity prediction; Healthcare
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1 Introduction
The emergence of the Coronavirus Disease 2019 (COVID-19) in December 2019 in Wuhan, China, caused unprecedented
challenges for healthcare systems, researchers, and politicians worldwide (1). As the virus rapidly spreads, causing millions
of infections and deaths, there is an immediate need for accurate predictive models that can aid in early detection, disease
progression analysis, and strategy for intervention (2). Machine learning has become a strong tool in the fight against this
pandemic because it can handle very large and complicated datasets (3). The Support Vector Machine (SVM) is a widely used
supervised machine learning technique that has demonstrated promising results in diverse healthcare domains. Within the
context of the COVID-19 pandemic, SVM can be utilized to forecast the probability of contracting the virus, the extent of
disease advancement, and various associated effects (4). However, the efficacy of SVM is heavily contingent upon the careful
identification and selection of relevant characteristics from the given dataset. The presence of unnecessary or irrelevant
features has the potential to negatively affect the performance of a machine learning model.

Several authors have already employed machine learning to diagnose and forecast this fatal disease. Several studies employ
standard evaluation techniques, such as antigen tests, CT scans, and X-rays, to detect COVID-19 infection.

Two hospitals in China, Kunshan People’s Hospital and Wuhan Union Hospital, provided 294 blood samples, which were
analysed using Random Forest and SVM. Experimentally, SVM outperforms random forest classifier with an accuracy of 84%,
based on the fifteen features chosen for analysis (5). Authors in (6) suggested the diagnosis of COVID-19 using five distinct
ML algorithms, including neural networks, random forest, gradient boost trees, logistic regression, and SVM. The Albert
Einstein Hospital in Brazil provided a dataset consisting of 235 blood samples and 102 confirmed cases of COVID-19. From
this dataset, 15 relevant characteristics were selected for analysis, with an AUC score of 85%, sensitivity of 68%, and specificity
of 85%, respectively.

Based on nine simple survey questions, Shoer et al. (7) developed a prediction model. Over two million people participated
in a national survey of symptoms in Israel, and that data was used in the study. There was a total of 43,752 adults, and 498 of
them self-reported a positive status for COVID-19. The study included age, gender, medical history, smoking practices, and
self-reported symptoms such as fever, sore throat, cough, shortness of breath, and loss of taste or smell. After training with
Logistic regression, the model achieved an AUC of 74%.

Nemati et al. (8) developed a model to predict the duration of hospital stay for COVID-19 patients based on the clinical
data of the patients. An open-access data set with information on 1182 hospitalized patients was put together by a group of
researchers from different institutions and study labs. Various statistical analysis techniques and ML strategies were utilized to
implement multiple survival analysis models. The most precise estimate of discharge time was found to be generated by the
stage wise gradient-boosting survival model with C-index of 71.47. Male and older age categories were found to have lower
discharge probabilities.

The previous works on predicting COVID-19 using machine learning techniques did not incorporate feature selection
approaches to identify themost relevant features. Feature selection is a critical stage inmachine learning as it entails determining
which subset of the original set of features (variables or attributes) are most pertinent. The objective is to enhance model
interpretability, minimize overfitting, and optimize model performance.The application of feature selection guarantees that the
chosen features make a substantial contribution to the predictive model by identifying the most pertinent blood test indicators
for predicting COVID-19. This process streamlines the diagnostic procedure by identifying a limited number of informative
features that are crucial for predicting COVID-19. This improves the practicality of the method for real-world applications.
Despite the limited number of features, feature selection plays a significant role in facilitatingmodel generalization. By focusing
on the most relevant blood test indicators, the predictive model is more likely to generalize well to new and previously unseen
COVID-19 instances.

The process of selecting a subset of pertinent features is known as feature selection, and it is essential for the creation of
effective and precise predictive models (9). Feature Selection approaches are primarily characterized as either subset selection
methods or rankingmethods since they seek out the most relevant features for classification (10). Conventional feature selection
techniques frequently depend on heuristic or deterministic procedures, whichmay not consistently produce the optimal subset
of characteristics. Hybrid feature selection, which combines the benefits of various approaches, has the ability to overcome the
drawbacks of individual approaches.

The Cuckoo Search (CS) technique is an optimization approach that draws inspiration from the brood parasitism behavior
exhibited by cuckoo birds (11). Within the domain of machine learning, Cuckoo Search can be utilized as a process for feature
selection, with the objective of identifying the most effective subset of features that maximizes the performance of the SVM.
The integration of Cuckoo Search with SVM holds potential in developing a resilient and effective framework for predicting
COVID-19.
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This study presents a novel framework for hybrid feature selection in COVID-19 prediction, utilizing a Cuckoo Search-
based Support Vector Machine SVM approach. The objective of this study is to investigate the possibilities of integrating this
combination technique in order to improve the predicted accuracy and efficiency of the model.

The primary contributions of this research are as follows:

• To identify the most crucial blood test parameters that potentially leads to the presence of COVID -19 in a patient
• To explore the potential for using different feature selection techniques to identify relevant subsets of clinical blood test

parameters
• To utilize the Cuckoo Search algorithmwith SVM to explore the feature space efficiently and select features that contribute

significantly to the model’s performance
• To enhance the accuracy of the machine learning model with the adoption of effective hybrid feature selection method

2 Methodology
The proposed framework is based on hybrid feature selection technique employing both filter and wrapper methods. The two
different datasets after undergoing pre-processing are used to calculate the correlation co-efficient of all the features and top
10 features has been extracted. Then a combination of chi-squared and mutual information has been applied on the selected
feature set. Finally, cuckoo search based SVMwhich has been serving as awrappermethod for feature selection has been applied
on the dataset and best features has been identified. With the obtained features, various machine learning classifiers has been
applied and performances of each of the classifiers has been calculated. Figure 1 shows the entire work flow of the proposed
methodology.

2.1 Dataset Description

The dataset consists of blood test data which has been obtained from Zenodo website (12) which has initially 279 COVID-19
cases and 16 features including 2 demographic features as age and gender, 13 blood test indicators and the RT-PCR result from
swab test as a target variable and it is shown in Table 1. The dependent variable SWAB has been renamed as “target” and the
column named Basophil has been dropped as it has 0 as the majority value in the dataset. The dependent variable ”target” is
a binary variable which represents 1 for positive COVID-19 case and 0 for negative COVID-19 case. Also, the distribution of
COVID-19 cases among male and female patients is shown in Figure 2.

Fig 1. Workflow of the Proposed Methodology
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Table 1. L ist of Features (Dataset 1 - Blood Test Data)
S. No Attribute Expansion
1 AGE Age
2 GENDER Gender
3 WBC White Blood Cells
4 PLT Platelets
5 NEU Neutrophils
6 LY Lymphocytes
7 MO Monocytes
8 EO Eosinophils
9 CRP C-Reactive Protein
10 AST Aspartate aminotransferase
11 ALT Alanine aminotransferase
12 ALP Alkaline phosphatase
13 GGT Gamma glutamyltransferase
14 LDH Lactate dehydrogenase
15 target Covid-19 (Positive/Negative)

Fig 2. Gender Vs Covid-19 Distribution

2.2 Data Pre-processing

Data pre-processing is an essential phase in the data analysis procedure, as it prepares raw data for subsequent processing and
analysis. One common challenge in data pre-processing involves dealing with missing data (13). K-Nearest Neighbors (KNN)
imputation is one such technique for handling missing values. This method is potentially more precise than mean, median, or
mode imputation and it is compatible with both numeric and qualitative data.

TheKNN imputationmethod estimatesmissing values using the values of the k-nearest neighbors based on a distancemetric
(typically Euclidean).

For missing values at a data point:

• It identifies the ’k’ data elements closest to the desired point.
• The missing value is then estimated using the mean (for numeric variables) or mode (for categorical variables) of the ’k’

nearest neighbors.

2.3 Feature Selection

Feature selection is crucial to the development of accurate and efficient machine learning models, particularly for high-
dimensional datasets. In the domain of medical and biological datasets, such as those for COVID-19 prediction, it is crucial to
reduce dimensionality without losing information. In this work, a novel hybrid feature selection algorithm that combines the
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advantages of filtermethods with a nature-inspired optimization algorithm, the Cuckoo Searchmethod customized for Support
Vector Machines has been proposed.

Algorithm: Hybrid Feature Selection using Filter Methods and Cuckoo Search-based SVM
Input:
• Dataset D
• Number of nests: N
• Abandonment probability: Pa
•Maximum number of iterations for Cuckoo Search: T
Output:
• Selected features Fselected
• Performance metrics of the ML Models
Steps:
1. Data Pre-processing and Initial Feature Selection
1.1 Load the dataset D
1.2 Calculate the correlation of each feature with the target variable y:
corr (Xi, y) = Cov (Xi, y)/ σ (Xi) σ (y)
1.3 Select the top 10 features Fcorr based on |corr (Xi , y) |
2. Filter Method Feature Selection
2.1 For each feature fiin Fcorr, compute the Chi-Squared score χ2 (fi, y)
2.2 Rank the features based on χ2 to get Fχ 2
2.3 For each feature fi in Fcorr, compute the Mutual Information M I (fi, y)
2.4 Rank the features based on M I to get FMI
3. Feature Voting
3.1 Initialize a voting dictionary V with keys as feature names and values as zero
3.2 For each feature fi in Fχ 2and FMI :
V [ fi ] = V [ fi ] + 1
3.3 Select features Fselected where V [ fi] = 2
4. Cuckoo Search-basedWrapper Method for SVM
4.1 Initialize N nests S1, S2,…, SNwith random feature subsets from Fselected
4.2 For t=1, 2, …, T:
4.3 Choose the best nest S∗ based on the fitness function
5. Machine Learning Model Training and Evaluation
5.1 Train machine learning models using the features from S∗
5.2 Evaluate the accuracy Acc on the test set

2.4 Machine Learning Algorithms

Machine Learning (ML) is one of the most important tools for the classification task and is used to forecast the number of
potential confirmed cases and deaths.Machine learningmodels can help us understand, predict, and handleCOVID-19 datasets
in numerous ways. Various research is currently being conducted to forecast COVID-19 cases using variousMLmodels (14). We
examined several well-known forecasting models from the pool of machine learning (ML) models, including Support Vector
Machine (SVM) (15), Random Forest (RF) (12), Naive Bayes (NB) (16), Logistic Regression (LR) (17). These models were evaluated
based on the performance metrics such as accuracy, precision, recall and F1 score.

3 Results and Discussions
This section describes the findings regarding the top features selected by filter method and the proposed hybrid approach also
the performance of each model using the best features, as well as the experimental values of our assessment measures. This
hybrid approach signifies a comprehensive feature selection process by combining the robustness of filter methods with the
adaptability of the Cuckoo Search optimization algorithm. Initial selection via filter methods rapidly reduces dimensionality,
while subsequent Cuckoo Search fine-tunes the selection in order to optimize SVMperformance.This two-tieredmethodology
is anticipated to produce models with increased accuracy and decreased overfitting, particularly in intricate data sets such as
those used for COVID-19 forecasting.
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3.1 Experimental results of Blood test data

The top 10 features selected by individually applying Chi-squared and Mutual information on a dataset are LDH, LY, MO, EO,
GENDER, CRP, AST, ALT, WBC and GGT. The features selected by these methods were same but there exists a difference in
the rank obtained by each feature which is clearly shown in Figure 3. In order to arrive at a conclusion, we have combined these
two methods to find the final set of features selected by the filter method.

Fig 3. Feature Ranking by Chi-squared and Mutual Information

Figure 4 shows the list of features obtained when both the two types of filter methods (chi-squared andMutual information)
were combined. This is achieved by employing a voting mechanism in which a voting dictionary has been created to store the
votes of each feature and based on the threshold value top features were identified. With this approach, the resultant features
were the same set of features as all the features has scored a vote of 2 and considered pertinent by the filter methods.

Fig 4. Feature Selection using filter method based on voting mechanism

The proposed feature selection technique combining both the filter and wrapper methods outperformed well with the
datasets utilized in this study. In the dataset, the most crucial features pertaining to the COVID-19 severity has been identified.
The selected features from the filter methods were further refined using the proposed Cuckoo search based SVM model. This
proposed method finds the optimal set of features for predicting the severity in a COVID-19 patient. The proposed method
makes use of nests and iteratively draw the best features from the feature subset. From the blood test data, features such as LDH,
LY, EO, Gender, CRP were found by the proposed hybrid cuckoo-search method as the most severe indicators in predicting
COVID-19 severity and it is depicted in Figure 5.
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Fig 5. Feature Selection by Cuckoo-Search based SVM (Proposed method)

The selected features from the dataset have been applied separately on different machine learning models and the various
performance metrics were calculated. SVM attained highest accuracy when compared with other MLmodels. Also, comparing
with the existing methodologies, the proposed hybrid framework achieved the higher accuracy rate of 92% using the blood test
dataset which is shown in Table 2.

Table 2. Performance metrics using blood test data
Classifiers Accuracy Precision Recall F1 Score
SVM 92% 90% 88% 89%
RF 77% 77% 72% 76%
NB 80% 78% 73% 78%
Logistic Regression 81% 80% 78% 80%

Table 3 shows the research findings of existing methodologies which showed the accuracy of SVM as 80% and 88%.
Comparing the accuracy of SVM with the proposed approach, the proposed hybrid feature selection with cuckoo search based
SVMmethod acquired 92% accuracy. Among the existingmethodologies, feature selection was adopted by (17) and someworks
performed diagnosis without feature selection techniques. Feature selection technique not only helps in increasing the accuracy
of a machine learning model but also helps to identify the top features which has high impact with the target variable.

Table 3. Performance of Existing Techniques
References Research Findings of Existing Techniques
Brinati et al. (2020) (17) Accuracy of SVM in COVID-19 prediction using blood test ranges from 69% to

80%
Cabitza et al. (2020) (18) The study used different blood test data with SVM-RFE as a feature selection

method and the accuracy of SVMmodel was 88%
Hany et al. (2021) (19) SVM achieved 88% accuracy

As Feature selection is applied in case of dealing with high dimensional data, there are two aspects which we have identified
and found that applying feature selection in this dataset is necessary also provides better results. In the existing study, they
haven’t adopted any separate method for feature selection as they have calculated feature importance scores using the machine
learning model. To make fair comparisons with the existing study, we have used the same dataset which they have used and
found the optimal set of features in predicting the target variable. Also, we have experimented the same work without using
feature selection technique and have used all the features to train the ML model. From the results, we could see that without
feature selection, the accuracy of the ML model has been reduced when all the features have been used.

In the case of randomly generated data, an accuracy score of 60% and above would indicate that the algorithm is overfitting
the data. Overfitting occurs when a model learns the training data too well, including the random noise present in the data,
and performs poorly on unseen data. In the case of randomly generated data, achieving high accuracy may not be meaningful,
as the data has no underlying patterns or relationships for the model to learn. It’s important to evaluate the performance of
ML algorithms on real-world or meaningful datasets to draw accurate conclusions about their capabilities. In our case, we have
considered the real dataset collected from a hospital. In this regard, the performance measure of 80 % to 90% after training a
machine learning model on this dataset may simply indicate that the model has effectively learned patterns and relationships
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within the medical data, leading to accurate predictions on the given dataset. Also, the quality of the dataset after applying
pre-processing and feature selection steps also influence the model performance.

4 Conclusion
The proposed hybrid feature selection technique combines the benefits of deterministic statistical measurements and nature-
inspired optimization. The approach adapted for SVM is a potential way for dealing with its application in forecasting diseases
like COVID-19 might be enormous in healthcare decision-making. According to experimental results, the SVM model
outperforms other classifiers achieving an accuracy of 92%.The top most features selected by the proposed method were LDH,
LY, EO, Gender and CRP. Also, the execution time of the proposed algorithm is 0.6 seconds which proves the efficiency of
the proposed algorithm. For the future work, it would be better to consider parameters like patient’s medical history and their
symptoms. Also, for the diagnosis and prediction of COVID-19, deep learning techniques could be utilized.
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