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Abstract
Objectives: Intense/unattended Diabetic Retinopathy (DR) results in vision
loss for diabetic patients for which a precise computer-aided image process
is required. This article introduces a Distributive Function-Relative Feature
Classification Method (DFRFCM) for identifying precise DR positive rates using
scanned eye inputs. Methods: The proposed method performs a linear
distributive assessment for the identifying features between the positive and
false rate regions. This linear assessment is based on matching features
between inputs and training sets for maximum classifications. Findings: The
classification of feature relativity is the key factor used for training the neural
network across various regions identified. Such a process relies on one-layered
neural processing for distinguishing the distribution or closure of the features
between consecutive regions. Novelty: The closure pixels are identified as
false rates from which DR region detection and intensity are classified. This
process improves the detection accuracywith fewer errors and has an accuracy
of 91.817% and an error of 7.27% when compared with conventional methods.
Keywords: Diabetic Retinopathy; Distributed Function; False Rate; Linear
Classification; Neural Network

1 Introduction
One eye-related consequence of diabetes is diabetic retinopathy. Damage to the blood
vessels in the retina, the light-sensitive tissue at the back of the eye, is the cause of it.
Any person with type 1 or type 2 diabetes has the potential to acquire the illness. The
likelihood of developing this eye problem increases with the length of your diabetes
and the degree of blood sugar management. Diabetic Retinopathy (DR) leads to vision
loss which is detected using effective image processing systems. DR detected based on
extracted features are used in medical applications (1). The major challenge in diabetic
retinopathy is its detection, in the early stages of diabetic retinopathy, mild symptoms
are frequently present and can be difficult to identify without sophisticated imaging
methods and skilled medical professionals. Small hemorrhages and microaneurysms
are easily overlooked. A Multi-Label Feature Extraction and Classification (ML-FEC)
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model using principal component analysis (PCA) is used. The ML-FEC extracts the features and texture of the DR from
medical data (2). The extracted features are pre-trained to identify the subset for the DR detection process. The ML-FEC model
is used to reduce the computational cost and complexity of providing medical services to patients (3). To reduce the latency, DR
detection uses a Convolutional Neural Network (CNN) algorithm for Feature Extraction and Classification (FEC) processes.
The extraction technique is used to extract the patterns and features from the given fundus images (4). Feature Classification for
DR detection is a complex task in every medical healthcare center (5). False and positive rates are identified from the fundus
images which provide essential data for the classification process. The Deep Learning (DL) technique analyses the features
and sustains data from the images. This technique addresses the exact cause and condition of the DR disease which enhances
the performance in providing services (6,7). A CNN-based classification method is used to detect the initial stages of DR. The
recognized features provide segment-level data for the feature classification process.TheCNNalgorithm increases the specificity
and sensitivity level of the DR detection (8).

Sundar et al. (9) proposed a graph convolutional neural network (GCNN) based classificationmethod for healthcare systems.
The proposed method is mostly used to classify diabetic retinopathy diseases for the diagnosis process. Retinal images are used
which produce optimal information for the detection process. It detects the topological features from the images that reduce
the latency in the computation process.The proposed GCNN-based method increases the accuracy of the disease classification
process.

Wong et al. (10) developed a new transfer learning approach based on parameters and weights of features. The main aim of
the approach is to identify the diabetic retinopathy (DR) disease types of the patients.The actual weights and parameters of the
features are evaluated to classify the exact types of the DR. An adaptive differential evolution (ADE) is used here to configure
the parameters. The developed approach enhances the performance and feasibility range of the systems.

Nahiduzzaman et al. (11) introduced a parallel convolutional neural network (PCNN) based -DR identification method for
healthcare systems. A feature extraction technique is used here to extract the important features for the DR classification
method. PCNN is mainly used to minimize the time required to identify the DR types of patients. The introduced approach
improves the accuracy of the DR identification process.

Mahmood et al. (12) designed a hybrid approach for DR diagnosis using fundus images. The fundus images produce optimal
information which is required for the DR diagnosis process.The deep features and patterns of the DR are evaluated from fundus
images. The early signs of DR are also calculated which reduces the complexity ratio in the diagnosis process. The designed
approach increases the significance and effectiveness range of diagnosis systems.

Fang et al. (13) proposed a new DR classification method using a directed acyclic graph (DAG) network model based on
multi-features. The multi-features are identified from fundus images that decrease the latency and energy consumption level
in the classification process. The main aim of the optimized model is to classify the types of DR for healthcare centres. The
proposed method improves the efficiency ratio in the DR diagnosis process.

Fang et al. (14) introduced a DAG network based on multi-feature fusion for the DR classification process. It is used as a
multi-classification method that classifies the symptoms and conditions of patients via fundus images. The important features
are extracted from fundus images that produce optimal information for the DR classification process. The introduced method
identifies the exact grade and types of DR that enhance the lifespan of the patients.

Jadhav et al. (15) proposed an optimal feature selection-basedDR detectionmethod.The actual goal of themethod is to detect
the actual types of DR for the diagnosis process. The feature selection technique selects the unique features of DR from the
fundus images. An optimization algorithm is implemented here to reduce the risk ratio in the detection process. Experimental
results show that the proposed method increases the overall accuracy level in the DR detection process.

Dayana et al. (16) developed a deep learning (DL) enabled optimized feature selection method for DR detection using fundus
images.The developedmethod uses an attention-based fusion network (AFU-Net) that evaluates the texture and features of the
fundus images.The fundus images produce the optimal features for the DR detection process.The developed method improves
the significance and feasibility range of DR detection in healthcare applications.

Mohan et al. (17) introduced an optimal hybrid feature selection technique for DR grading in healthcare systems. The main
goal of the technique is to minimize the risk level in the DR diagnosis process. The introduced technique uses a whale
optimization algorithm to classify the features using fundus images.The introduced technique enhances the overall performance
and accuracy ratio in the DR grading process.

The methods introduced above rely on single-feature extraction as topological (9) or weighted (10), and patterns (12) or multi-
feature extractions as in (13,14).The extracted features are precise to select and to be utilized for DR detection as discussed in (15,16)

or hybridized as in (17). However, the methods fail to extract or select the least preference features from error regions. Deviating
from the regions the extraction is delayed or skipped in such a process that does not ensure maximum precision. Besides, the
feature replacement possibilities are also less given classification. The proposed method addresses this problem by identifying
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relative features that are optimal for classification. The classification is the filtering process to utilize even the least preferred
feature for DR detection in this method. The main objectives of the work are

• To design a distributive function-relative feature classification method for improving the accuracy of diabetic retinopathy
detection using retinal image inputs.

• To efficiently classify positive and false feature regions using extracted feature sequences across various matching and
correlating training inputs.

• To perform a metric and experimental analysis using comparative and sample dataset inputs for validating the proposed
method’s efficiency.

The problem of false region detection due to latency and DR stages is unclear for different pixel distributions. The feature
extraction from these regions is limited due to error chances that impact precision. The proposed method is motivated by this
fact to extract the least possible features from such regions that are used to train the learning paradigm in a view to improve
detection precision. The linear assessments and classifications are the augmenting features of this process in this proposed
method.

2 Methodology
The creation of more economical, non-invasive, and accurate screening techniques for early detection, particularly in
environments with limited resources is a major research gap in identifying diabetic retinopathy which leads to a major problem
in traditional methods and also large-scale investigations and meta-analyses are made easier with the integration of big data
technologies and enhanced data sharing among academics.

2.1 Distributive Function-Relative Feature Classification Method

This article presents a discussion of the design, description, and performance of the novel feature classification method for
DR detection. The proposed method takes retinal images as input for feature extraction and classification processes. These two
processes are tuned using linear assessments for maximizing detection accuracy aided by positive rate classifications. For a
precise understanding, the proposed method is depicted in Figure 1.

Fig 1. Proposed Method Illustration

As presented in Figure 1, the features extracted in the retinal regions are assessed linearly based on region continuity. In
this proposed method, textural features such as entropy (𝐸𝑜) and Variance (𝑣𝑜) are considered for linear assessments. These
features are computed using Equation (1).

𝑣𝑜 = ∑𝑛
𝑖=1 (𝑅𝑖 −𝑥)𝑛 𝑝(𝑅𝑖)

𝐸𝑜 = −∑𝑛
𝑖=1 𝑝(𝑅𝑖) log2 𝑝(𝑅𝑖) } (1)

Where 𝑛 is the maximum pixels, 𝑅 is a random pixel in the region 𝑥 and 𝑝(𝑅𝑖) is the maximum pixel in 𝑥 such that 𝑥 < 𝑛.
These features are linearly analyzed for their distribution using the relativity metric. This relativity is analyzed using neural
learning and training for the varying 𝑥 in an input. The variations 𝑣𝑜 observed in any 𝑥 are identified for their false/positive
rates on correlation with the training inputs (Figure 1). The extracted features are linearly analyzed based on positive and false
rates across 𝑥 = 𝑛 pixels such that ∑𝑝(𝑅𝑖) = 𝑛 are achieved. Based on this linearity, the derivation’s false rate (𝑓𝑟) and
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positive rate (𝑝𝑟) are defined as

∀𝑝(𝑅𝑖 ≤ 𝑛, ∑𝑣𝑜

𝑥 + 𝐸𝑜

𝑛 = 𝑚𝑎𝑥 𝑣𝑎𝑙𝑢𝑒 = 1 ∀ 𝑣𝑜 = 0

𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑝𝑟 = 𝐸𝑜

𝑥1
+ 𝐸𝑜

𝑥2
+⋯+ 𝐸𝑜

𝑥𝑖
∀ 𝑖 ∈ 𝑛

𝑎𝑛𝑑 𝑓𝑟 = 1− 𝑝𝑟
𝑛 , 𝑝𝑟

𝑛 = 1 ∀ 𝑣𝑜 = 0

⎫}}
⎬}}⎭

(2)

The above representation is the linearity for 𝑥,𝑛 equalizing them similarly provided new variations are suppressed.The change
in this sequence using the relative measure increases the false rate due to unattended 𝑣𝑜.This relative measure from the training
inputs is correlated with 𝑣𝑜 and 𝐸𝑜 for detecting either of the above linearities. Based on this correlation output, single-layer
neural training is performed. In this context, the relative feature measure (𝜌𝑓) and its correlation instances (𝐶1𝑡𝑜 𝐶𝑛) are
defined as in Equation (3).

𝜌𝑓 = 𝑥𝐼 −𝑥2
𝐸𝑜 + 𝑥𝐼 −𝑥2

𝑣𝑜 ± 𝑛𝐼 −𝑛
𝑛

𝑎𝑛𝑑
𝐶1 = 𝜌𝑓1

+( 𝑥
𝑥𝐼

)
1

𝐶2 = 𝜌𝑓2
+( 𝑥

𝑥𝐼
)

2
⋮

𝐶𝑛 = 𝜌𝑓𝑛
+( 𝑥

𝑥𝐼
)

𝑛

⎫}}}}
⎬}}}}⎭

, 𝑖𝑓 𝑥 < 𝑥𝐼

(𝑜𝑟)
𝐶1 = 𝜌𝑓1

+(𝑥𝐼
𝑥 )

1
𝐶2 = 𝜌𝑓2

+(𝑥𝐼
𝑥 )

2
⋮

𝐶𝑛 = 𝜌𝑓𝑛
+(𝑥𝐼

𝑥 )
𝑛

⎫}}}
⎬}}}⎭

, 𝑖𝑓 𝑥 > 𝑥𝐼

⎫}}}}}}}}}}}}
⎬}}}}}}}}}}}}⎭

(3)

In the above Equation (3), the 𝑥𝐼 and 𝑛𝐼 represent the region in the input and its corresponding pixels. The correlation is
amendable based on and 𝑥𝐼 counts for which 𝜌𝑓 varies accordingly.The ± in 𝜌𝑓 indicates the 𝑥 < 𝑥𝐼 (or) 𝑥 > 𝑥𝐼 conditions.
The 𝜌𝑓 detection is expected to be continuous such that 𝑣𝑜 and 𝐸𝑜 in the training, input pursue the same 𝑥 sequence as the
testing input.The relative factor of highness provides 𝑝𝑟 > 𝑓𝑟 such that accuracy is improved. In the alternating sequences of 𝑥
(missing in either input/testing image) the chances of 𝑓𝑟 > 𝑝𝑟 is high for which the learning is pursued.Therefore, the possible
cases for training initialization are diagrammatically given in Figure 2.

Fig 2. Training Initialization case

The training initialization case is validated for identifying 𝑓𝑟 in any 𝑥 due to 𝑝(𝑅𝑖). First, the 𝑝𝑓 is estimated for the
(𝑛,𝑥) ∈ Training and testing inputs. From this computation, if 𝑣𝑜

𝐼 > 𝑣𝑜( 𝑉 𝑜
𝐼 is the variation observed in the training input),
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then 𝐸𝑜 is the 𝑝𝑟 or 𝑓𝑟 or both deciding factors. This case requires neural network training for ∑𝑥 from 𝑍 to 𝑛 pixels
for regions encountered. The contrary case of 𝑣𝑜

𝐼 < 𝑣𝑜 = 𝑓𝑎𝑙𝑠𝑒 increases the 𝑥 estimation to the consecutive pixel for 𝑣𝑜

computation.The final case of 𝐶𝑛 is updated for such consecutive pixels from 2 to 𝑥 ≤ 𝑛 for 𝑝𝑓 detection (Figure 2).This case
encounters the problem of region switch over (i.e.) 𝑥 to (𝑥+1) to (𝑥+2) to …to (n) where either 𝑝𝑟 or 𝑓𝑟 is high which
reduces the classification. Therefore, intense repeated one-layer neural network is employed for identifying 𝑣𝑜 and 𝑓𝑟 in any
continuous sequence of 𝑖 ∈ 𝑛. The entire process is used to finalize 𝑣𝑜 in any consecutive sequence of (𝑥1,𝑥2) or (𝑥2,𝑥3)
or… (𝑥𝑛−1,𝑥𝑛). Therefore, the entire training is performed for 𝑝𝑟 and 𝑓𝑟 variation (high/low) between successive 𝑥. The
neural network is represented in Figure 3 for the variation (high/low) classification of 𝑥. Such a network is used for identifying
𝑓𝑟 or providing training iteratively.

Fig 3. Neural Network Representation

Theneural network validates the 𝑝𝑟 = 1 condition for 𝑣𝑜 detection and 𝑓𝑟 = 1 for training. Depending on the improvement
i.e., 𝑖 = 𝑖 + 1 from any consecutive 𝑥 ∈ 𝑛 sequences. As described before, the variation (high/low) of the one-layer neural
network (Figure 3) is computed in Equation (4).

𝑣𝑜
1 = 𝑝𝑟1

𝑣𝑜
2 = (𝑝𝑟2 −𝑓𝑟1

)+( 𝜌𝑓
𝐶𝑛

)
1

⋮
𝑣𝑜𝑛 = (𝑝𝑟𝑛 −𝑓𝑟𝑛−1

)+( 𝜌𝑓
𝐶𝑛

)
𝑛−1⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝐿𝑜𝑤 𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛

∣
∣
∣
∣
∣
∣
∣
∣

𝑣𝑜
2 = ( 𝜌𝑓

𝐶𝑛
)

2
+𝑓𝑟1

𝑣𝑜
3 = ( 𝜌𝑓

𝐶𝑛
)

3
+𝑓𝑟2

⋮
𝑣𝑜𝑛 = ( 𝜌𝑓

𝐶𝑛
)

𝑛
+𝑓𝑟𝑛−1

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝐻𝑖𝑔ℎ 𝑉 𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛

⎫}}}}}
⎬}}}}}⎭

(4)

The above equation describes the variation observed between consecutive 𝑥 until 𝑛 is reached. A low or high variation is
required to suppress 𝑓𝑟 = 1 such that the iteration closes 𝑝𝑟 at any instance.Therefore, the iteration for 𝑓𝑟𝑛−1

is pursued under
differential occurrences between𝑥.Therefore, the above variations are observed in an either-or classification such that detection
is improved for high variation. However, the variations-based detection from the iterations is defined as in Equation (5).

𝜌(𝑓𝑟) =

⎧{{
⎨{{⎩

𝐸𝑜 −( 𝜌𝑓
𝐶𝑛

)± 𝑥𝐼
𝑥

𝑛 , ∀ 𝐿𝑜𝑤 𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛

𝐸𝑜 − 𝐶𝑛
𝑛 ± 𝑝𝑟

𝑓𝑟
∀ 𝐻𝑖𝑔ℎ 𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛

⎫}}
⎬}}⎭

(5)

The variable 𝜌(𝑓𝑟) refers to the 𝑥 detection with low/high variations. In this process variation suppression is performed by
maximizing 𝐸𝑜 for the available pixels. The difference between consecutive 𝑥 is validated for defining multiple regions.
Therefore, the feature 𝑠 𝑣𝑜 and 𝐸𝑜 are classified under low/high demands for new training or 𝑝𝑟 closures in detecting false
rates. The features that consecutively rely on high variation for (𝑖+1) to 𝑛 generate more false rates compared to that of the
𝐶𝑛. Therefore, the training is pursued from (𝑖+1) to 𝑛 ∈ 𝑛 for the high variation features for 𝑓𝑟 mitigation.
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3 Results and Discussion

3.1 Experimental Outputs

The experimental outputs are validated and verified using MATLAB simulations using the retinal inputs from (18). This source
provides 86 training and 53 testing images for identifying DR acquired at 60fps.The neural network is trained for 800 iterations
to achieve maximum accuracy of relativity=1. Based on this information, a sample input analysis and its corresponding output
are presented in Figure 4.

Fig 4. Input and Output Analysis

3.2 Comparative Analysis

The comparative analysis is pursued using accuracy ratio, precision, error, and classification time. The number of features is
varied between 1 and 10 and the classification rate is modeled between 0.1 and 1 for metric analysis. Along with the proposed
method, the MGS-ROA (15) and GCNN (9) are considered for the comparative analysis.

3.3 Accuracy Ratio

The proposed method achieves high accuracy in detecting retinopathy-infected regions from 𝑥 ≤ 𝑛. This is facilitated by
classifying the 𝜌(𝑓𝑟) using high/low variation. In the single neural network-based learning process, 𝑝𝑟 closures are inevitable
in identifying new (1 𝑡𝑜 𝑖) or (𝑖+1 𝑡𝑜 𝑛) sequences. The training process is performed for multiple (𝑖 = 𝑖+1) ∀ 𝑖 ∈ 𝑥 and
𝑝(𝑅𝑖) satisfying ∃𝑜. The alternating instances of 𝑣𝑜

1 to 𝑣𝑜
𝑛 respond with low/high variation in classifying 𝑥 ≤ 𝑛. Therefore,

the recurrent iterated training ∀ 𝑥𝐼 and 𝑛𝐼 interference encourages the precise 𝑥 detection.This augments the accuracy factor
for different features and classification rates (Refer Figure 5).

Fig 5. Accuracy Ratio

3.4 Precision

In the proposed method, two flexible computing instances are vibrant in sustaining precision. The first process is the 𝐶𝑛
estimation using 𝑥𝐼 and 𝑥 for the consecutive sequences defined in Equation (2). Based on the interfering features between
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successive 𝑥, the 𝜌(𝑓𝑟) is the second computation classified. Hence, the number of direct and indirect 𝑥 identified through
𝑣𝑜 ∀ (1 𝑡𝑜 𝑛) and (2 𝑡𝑜 𝑛) (interfering) sequences are then computed. In any of the sequences, the 𝑝𝑟 = 1 is verified for
𝑓𝑟 identification. Such identified sequences are suppressed under recurrent 𝑓𝑟1 to 𝑓𝑟𝑛−1

training using 𝐶𝑛. Therefore, the
consecutive 𝑥 that identifies low variations are suppressed in the consecutive 𝑝𝑟 closures. If the closures are high the precision
is retained under various features (Figure 6 ).

Fig 6. Precision

3.5 Error

The cumulative distribution of the interrupted sequences of 𝑥 is used for error detection. The 𝑣𝑜 occurred in distinguishable
𝑖 and (𝑖+1) instances are invariable for low and high classifications. The layers of neural network processing differentiate
𝜌(𝑓𝑟) for error detection. This relies on 𝑥𝐼 and 𝑛𝐼 for 𝑝𝑟 = 1 achievement; the fluctuations are suppressed using 𝐸𝑜

improvements.Therefore, the second sequence of (𝑖+1) to 𝑛 is used for 𝑓𝑟𝑛−1
suppression for high variations. In the contrary

case, the errors are distinguished for 𝑥𝐼𝑥 and 𝑥/𝑥𝐼 independently.Therefore, the training is permitted for high variations under
the distinguishable classification of 𝑣𝑜

𝑛. The unclassified sequences generate 𝜌(𝑓𝑟) that are detected across various features
(Figure 7).

Fig 7. Error

3.6 Classification Time

The 𝜌(𝑓𝑟) classification requires ample time for identifying [𝐸𝑜 −( 𝜌𝑓
𝐶𝑛

)] or [𝐸𝑜 −( 𝐶𝑛𝑛 )] differentiations. The initial
classification requires (1 𝑡𝑜 𝑖 ∈ 𝑥) and (𝑖+1 𝑡𝑜 𝑥 ∈ 𝑛) detection across incurring features. The features identified are used
for detecting newmissing sequences for preventing interfering sequences. Based on the variations in 𝐶1 𝑡𝑜 𝐶𝑛 differentiation,
the linearity check is performed for either of 𝜌(𝑓𝑟) defined in Equation (5). Therefore, further classifications are handled from
[(𝑖+1) 𝑡𝑜 𝑥] with limited iterations. In the optimal case of feature misleads alone the classification time increases (Figure 8).
The above comparative analysis is summarized in Table 1 and Table 2 for the features and classification rates.

The proposed method improves the accuracy and precision by 7.92% and 9.87% respectively. This method also reduces the
error and classification time by 7.26% and 8.73% respectively.
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Fig 8. Classification Time

Table 1. Comparative Analysis Summary for Features
Metrics MGS-ROA GCNN DFRFCM
Accuracy Ratio 70.2 83.26 92.564
Precision 0.657 0.808 0.9298
Error 0.133 0.1 0.0802
Classification Time (ms) 1233.12 918.56 512.411

Table 2. Comparative Analysis Summary for Classification Rate
Metrics MGS-ROA GCNN DFRFCM
Accuracy Ratio 72.14 82.45 91.817
Precision 0.719 0.805 0.9228
Error 0.141 0.105 0.0727
Classification Time (ms) 1308.82 926.97 572.436

The proposed method improves the accuracy and precision by 7.26% and 8.04% respectively. This method also reduces the
error and classification time by 7.03% and 8.13% respectively.

4 Conclusion
This article discussed the working and performance of the novel distributive function-relative feature classification method
for improving the DR detection accuracy from retinal image inputs. For this purpose, the feature classification aided by
the one-layer neural network is introduced. Based on the linear relativity feature observed for both false and positive pixel
rates, the classification is planned to be recurrent using the neural training network. Therefore, linear computations are
performed between the testing and training inputs to verify maximum matching rates. This process is thus optimal in
identifying consecutive regions across different variations between alternating pixel sequences for reducing false rates. From
the comparative analysis, the proposed method achieves 7.92% high DR detection accuracy, 9.87% high precision, 7.26% less
error, and 8.73% less classification time for the varying features. The Relative Feature Classification Method has a wide and
promising future potential for the identification of diabetic retinopathy. This strategy has the potential to greatly enhance
diabetic retinopathy identification, monitoring, and management by utilizing technological improvements, integrating with
clinical workflows, and emphasising patient-centric methods.
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