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Abstract
Objectives: To identify ontology concepts from text documents for the
construction of work process ontology. Methods: This study proposes a
methodology to identify terms representing a work process ontology concept
fromadocument. Themethodology encompasses several key steps: document
collecting, text pre-processing, term weighting and analysis, terms mapping,
and domain expert relevance judgments. A comparison between the results
of three different term weighting schemes, namely the Term Frequency (TF),
Term Frequency-Inverse Document Frequency (TFIDF), andMutual Information
(MI) is made with the ontology concept that the domain expert has judged.
Findings: The approaches adopted in this study have managed to extract
ontological concepts from the targeted domain knowledge source. The findings
of the comparison analysis suggest that the TFIDF term weighting scheme
exhibits better results compared to the TF andMI weighting schemes.Novelty:
A work process ontology is a structured knowledge describing daily operations
in the government sector. However, there has been little to no effort in building
the work process ontology. This study presents an integrated approach for
identifying ontology concepts from documents within the domain of the work
process. To the utmost extent of our understanding, this research initiative
is the initial attempt to introduce a structured methodology for the semi-
automatic extraction and evaluation of concepts and relationships within this
domain. The findings can be utilised as a foundation for developing an ontology
in the specific field.
Keywords: Ontology; Work process; Text extraction; Natural language
processing; Term weighting

1 Introduction
From the perspective of information science, ontology is a representation technique of
some domains by means of concepts and the relationships between those concepts. By
defining a set of concepts and categories that represent the subject, ontology is a way
to demonstrate the characteristics of a subject area and how they relate to one another.
Konopka & Smedley (1) defined ontology as:
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• it is a knowledge representation tool that conceptualises, systematises, and organises knowledge, and
• has been used to represent domain-specific knowledge.

Ontologies have been, and are being, used to solve data integration problems by providing a common, agreed-upon vocabulary.
Over time, ontologies have been used in many other applications to solve complex problems. For example, the Reachability
Matrix Ontology (RMO) (2) has been developed in the network and cyber security domain to compute the reachability matrix
by describing the network’s element, network connectivity information, and access control policies. In geology, the GeoCore
ontology (3) was used to define general concepts within the geology field to facilitate communication between geology users
and the domain applications’ integration. Ontology was also used in medicine, such as the Onto Pharma (4), which reduces
prescribing errors by providing an alert when amedication error is identified. In disaster management, an ontological approach
has been applied to automate the management process by helping with task distribution among relevant authorities at different
stages of a crisis. It outlines a knowledge-driven decision support system for providing financial relief to victims (5). Ontologies
can also be used to manage and exchange information as suggested by B. Ben Mahria et al. (6), who transform a relational
database into an ontology to provide applications based on the semantic representation of the data.

The need for ontologies has increased over time for various applications. Hence, there is an increasing demand for efficient
and effective techniques to build ontologies (6). Building an ontology is a complicated task that can be grouped into three
categories: manual, automatic, and semi-automatic. Manual approaches are typically inefficient, expensive, and subjective as
they require the involvement of an expert group comprising ontology and knowledge engineers (7). In comparison to themanual
approach, automatic ontology building has several benefits, includingmore complexity, quicker completion, and less reliance on
expert knowledge (8). On the other hand, semi-automatic systems maintain the correctness and quality of the created ontology
by balancing automated methods with human expertise (8), (9).

An ontology can be constructed from various sources. Domain-specific articles, existing ontologies, domain knowledge
bases, terminological databases, dictionaries, lexical resources, HTML/XML documents, and text collections are among the
primary sources for ontology learning (10), (11). Among the sources, textual documents are the important sources for building an
ontology due to their rich knowledge. However, extracting knowledge from these sources is difficult due to their unstructured
nature. As such, most of the approaches that use textual documents employ a semi-automatic approach.

The daily operations in the government sector primarily focus on delivering services to customers, who are the community
members who deal with the respective agency. A structured and effective work process must be integrated across the entire
service delivery process to produce exceptional service. Among the measures deemed capable of improving the level of service
is the implementation of knowledge sharing among the organisation’smembers. Knowledge sharing in thework process domain
can significantly enhance the organisation’s daily operations.

Ontology is one of the most suitable approaches for assisting knowledge-sharing initiatives. The work process ontology will
include all relevant concepts as well as the relationships between concepts in this domain. In addition, ontologies can give people
a shared knowledge of the subject matter, in our case, the execution of work processes within an organisation. These unique
features may facilitate efficient communication among members of the organisation and provide a platform for inferring new
knowledge through the development of queries.

Government agencies own a substantial array of reference documents that serve as guidance for organisational members in
the execution of their daily duties. These documents define the procedural framework, defining and elaborating upon the steps
required to execute a given task.Thework process can be conceptualised as a sequential set of procedures or actions undertaken
to complete a task or achieve a certain purpose. The process of manually extracting the key information from the document
proved to be difficult due to the large number and variety of available documents. Hence, text extraction can be employed as a
method to extract the main concepts from the given text. Text extraction involves obtaining reduced expressive contents from
text documents (12). Text extraction can be carried out using numerous techniques and tools (13); one of them is the Natural
Language Processing (NLP) technique. NLP enables computers to process and analyse massive volumes of natural language
data to achieve human-like language processing for various tasks and applications (14), (15).

Previous research has investigated the possibility of using text extraction methods as a means of identifying an ontology
concept from textual documents. Research by M. Javed et al., (16) proposes the role of the NLP method for extracting data from
standard documents and using ontologies to translate that data to semantics. Both syntactic features captured by NLP tasks
(POS tags, phrasal tags, etc.) and semantic aspects (ontology concepts and relations) are stored in the rules for information
extraction that are created using regular expressions. Utilising NLP allows for a more objective and consistent interpretation of
regulatory regulations while reducing human intervention in document processing and information extraction.

B. Fawei et al. (17) have developed a semi-automatedmechanism for generating legal ontologies, which is intended to facilitate
legal question answering.The tool utilises a buildingmodel that incorporatesNLP and human intervention to extract structured
information from criminal law and legal procedures. This is achieved by utilising source material from exam preparation
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material, domain experts, and bar exam questions.Themethodology encompasses a series of 15 sequential processes, including
the production and analysis of competency questions and the use of NLP tools to extract textual information.Themethodology
also incorporates the utilisation of OWL and SWRL to represent legal concepts and norms and derive logical conclusions from
the ontology.

Another study that utilises NLP in itsmethodology is the research conducted byA. Ayadi et al. (18).This study employs a deep
learning-based NLP technique to enhance the Biomolecular Network Ontology (BNO) by identifying, extracting, classifying,
and integrating novel concepts and specialised relationships from biological literature. The methodology presented has three
primary stages: data collecting, knowledge extraction, and ontology population. The initial stage of data acquisition entails the
exploration of online documents and local files that pertain to the specific domain of the ontology. Additionally, it comprises
the preparation of biological documents to be processed in the subsequent phase, known as the pre-processing phase. The
knowledge extraction phase aims to identify valuable knowledge from the biological documents provided as input.This involves
extracting potential instances of concepts, relations, and attributes. To accomplish this task effectively, the BNO ontology and
deep learning-based NLP techniques are employed together. The objective of the ontology population phase is to assess the
redundancy and consistency of the extracted instances with respect to the pre-existing knowledge contained in the BNO
ontology. Subsequently, the filtered instances are transferred to populate the BNO ontology.

Y. Aleman (19) conducted a study with the aim of proposing a semi-automatic framework for the generation of pedagogical
domain ontologies using techniques from NLP and information retrieval. The process comprises three primary parts: resource
compilation, ontology construction, and evaluation. During the phase of resource compilation, the focus is on collecting
and examining the relevant resources. The available resources encompass a range of scholarly articles, books, and other
relevant publications related to the specific subdomain within the field of pedagogy under investigation. Subsequently, the
gathered resources undergo pre-processing procedures, including tokenisation, stop-word removal, and stemming approaches.
Following the pre-processing stage, the resources undergo analysis utilising NLP methodologies, including part-of-speech
tagging, named entity recognition, and dependency parsing. During the ontology creation phase, the ontologies that correspond
to each class are developed using a semi-automatic process. The method has seven general steps, which can be categorised
into two main sections: the examination of the theoretical components and the subsequent organisation. The selection of the
theoretical approach for each class is determined by the quantity of information accessible for analysis.The process of organising
the ontologies is then carried out on a class-by-class basis. In the evaluation phase, the ontologies that have been developed are
assessed and improved to ensure their precision and comprehensiveness.

M. Gomez Suta et al. (20) suggested a semi-automated approach for converting Spanish texts into ontology structures
involving identifying terms, concepts, and their relationships. This process also includes the participation of human experts
in validating the identified terms.The approach employed in this study consists of two distinct stages for the ontology learning
process. These stages encompass the development of vocabulary through the identification and validation of concepts and
relations. During the phase of vocabulary development, the authors employed four statistical weighting techniques to construct
a lexicon consisting of relevant terms that accurately depicted the corpus. The authors additionally employed named entity
recognition to aid in the detection of collocations. At the extraction and validation stage, the authors employed the Directed
Louvainmethod at the third hierarchical level to extract and validate abstract ontological structures.The validation task utilised
resources created by humans, indicating that experts were engaged in the process of validating the extracted phrases.

Table 1. Existing Approaches for Building Domain Ontologies Using Text Extraction Methods
Authors Domain Language Sources Term-

Weighting
M. Javed et
al., (16)

Space System Software Engineering Pro-
cesses

English System Software Engineering
Standards

B. Fawei et
al. (17)

Criminal Law and Legal Procedures English Collection of Legal Documents

A. Ayadi et
al. (18)

Biomolecular Network English Biological Documents

Y.
Aleman (19)

Pedagogy Spanish Articles Related to the Types of
Intelligences, Learning Strategies,
and Learning Styles

M. Gomez
Suta et al. (20)

Colombian Armed Conflict Spanish Domain Related Online Articles TF-IDF, TF-
Entropy

Table 1 summarizes existing approaches for building domain ontologies using text extraction methods. It was evidence that
the researchers have worked on various domains with a reasonable amount of textual content. Integrating NLP techniques with
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ontological concept identification methods, such as term weighting, is one of the options. In general, it may be noted that the
use of combination methods of text extraction, term weighting and analysis, and verification by domain experts remains very
limited.

J. Watrobski (11) asserts that ontology learning from text is difficult due to its arduous and time-intensive nature, typically
requiring human analysis of textual documents. The process of creating and maintaining ontology typically involves manual
intervention and is commonly carried out by multiple domain experts. In the realm of scientific research, it is common for
domain experts to focus on distinct areas of study, leading them to develop unique conceptualisations of their knowledge (21).
Consequently, our methodology incorporates the addition of domain expert decisions inside our methodological framework.

Through the review, it was also discovered that the creation of an ontology for the work process domain has received little
to no attention. Work process procedures in government-published documents can be highly domain-specific and thus pose
challenges in extracting them.Thedocumentsmay also contain amix ofMalay andEnglish languages.This study aims to address
the issues by proposing an integrated method that combines three distinct term weighting schemes, namely, Term Frequency
(TF), Term Frequency-Inverse Document Frequency (TF-IDF), and Mutual Information (MI).

Apart from that, it becomes evident that the utilisation ofMalay text document extraction for ontology concept identification
remains rather limited in its application. This occurrence is anticipated due to the predominant emphasis of current extraction
methods on English text. The Malay language exhibits limitations in the field of NLP and has been classified as an under-
resourced language (22). This technology might not develop well for Malay text (23) as most of the NLP resources are mainly
available in English (24). As almost all documents related to work processes are in Malay, this approach will be challenging
to execute. Furthermore, extensive research on text extraction techniques for documents containing a mixture of Malay and
English languages is lacking. Hence, this research paper presents a novel approach for extracting textual information to identify
phrases that indicate concepts related to work processes in government documents that combine Malay and English.

This paper aims to use text extraction techniques to extract the concept of the work process from relevant documents
obtained from public sector agencies in Malaysia. The method being proposed comprises a series of sequential steps. The
process commences with collecting documents, followed by text pre-processing, tokenisation, and the use of term weighting
and analysis techniques.This research employed the Python programming language, specifically utilising the Natural Language
Toolkit (NLTK) and a specialised library designed for Malay text processing called Malaya NLTK (25).

2 Methodology
Different methods have been used to extract ontology concepts from textual documents. These documents typically contain a
wealth of useful information that may be utilised to build ontologies. In the public sector organisation, various documents have
been published to provide information and guidance in the operation of services in government agencies. As a result, a set of
procedures must be developed to enable the extraction of information and identify the main concepts to be used for ontology
construction.

This article proposed the text extraction method as an improved approach to tackle long-standing challenges faced by
current methods. These challenges encompass the substantial quantity of documents, which creates difficulties for manual text
extraction and the formal language commonly applied in official government documents. The suggested approach consists of
several stages to address these problems, as illustrated in Figure 1.The procedure starts with collecting documents, followed by
text pre-processing, assigning weights to terms, mapping the terms, and ultimately obtaining relevant judgments from domain
experts. The Python Programming language was utilised as a tool to automate text pre-processing and term weighting and
analysis operations, resulting in a streamlined procedure and improved efficiency.

By integrating various stages, the proposedmethod aims to streamline text extraction from documents while addressing key
issues such as document volume and language complexities. The sequential approach ensures a systematic and comprehensive
extraction process. Automation using Python for text pre-processing and term weighting expedites the workflow and enhances
accuracy and consistency in handling diverse document types, thus offering a robust solution to text extraction challenges.

2.1 Document Collection

The first step is to create a corpus. It is a collection of texts or spoken language data that can be created for a variety
of purposes, including studying language patterns, analysing discourse, investigating language variation, and developing
language resources (26). For the development of this corpus, the document’s source must be identified. Generally, one can
access government-published documents online via the respective agency’s website.Thismethod is the fastest method to collect
documents involved in the text extraction, which will be carried out later. There are, however, some circumstances in which
online searches cannot be used to find the necessary papers. To access the required documents, researchers must contact the
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Fig 1.The framework of the Proposed Method

responsible persons in that agency. For this research, the entire documents were found via a search on the relevant government
agencies’ websites. A copy of the document in the form of a soft copy is collected and checked to ensure that all pages are
available and complete for the preparation of the following process.

2.2 Text Pre-processing

Before the text can be processed, a corpus of documents or collection must undergo some preparation steps. Text pre-
processing is the process of converting unstructured data into structured data by applying specific criteria or rules to facilitate
future keyword extraction (27). Some commonpre-processing steps include tokenisation, lemmatization, lowercasing, stopwords
removal, punctuation mark removal, and reduction of replicated characters (28). Since Python NLTK is well-known for its user-
friendly interface and ability to efficiently process huge amounts of text data (29), it was utilised to facilitate text pre-processing.
All documents that have been collected will be loaded so that they can be read and arranged into a list. Then the list will go
through a noise removal process in which, in this step, all unwanted characters, digits, and pieces that can interfere with the
analysis are removed.

At this point, one of the initial challenges that must be overcome is the implementation of the text pre-processing procedure.
This is related to the fact that most of the document contents are written in Malay. Considering this situation, a specialised
Python library, Malaya NLTK (25), was used for the tokenisation process. Aside from tokenisation, Malaya NLTK provides many
capabilities, such as creating a knowledge graph, sentiment analysis, and knowledge extraction. The tokenisation process will
tokenise the sentences into individual words or phrases. The following step is the removal of stopwords. In this study, we use
both Malay and English stopword lists, considering that some document corpus was published in Malay and English mixed
language. Finally, the n-gram token will be generated, and we consider the unigram, bigram, and trigram as the result of the
extracted term. This is based on a recommendation by L. Hickman et al. (30) who recommend that researchers carry out the
tokenising procedure up to trigrams to boost the text’s validity by gathering some semantic information.

2.3 Term Weighting and Analysis

Term Weighting is an approach for assigning appropriate weights to terms for the weights to represent the relevance of terms
in a document (31). In this study, we implemented three different term weighting approaches, being that these approaches might
suggest different important terms. On the other hand, we would also want to find terms that are unanimously agreed upon by
all three approaches to be important or relevant to represent ontology’s concepts of the work process. The three approaches are
Term Frequency (TF), Term Frequency-Inverse Document Frequency (TFIDF), and Mutual Information (MI).

Term frequency represents how many times a word appears in a document (32). To calculate the term frequency, we must
first calculate the number of times the term (t) appears in document (d) and the total number of terms in document (d). The
equation for term frequency is as below:

𝑇 𝐹 𝑡,𝑑 = # 𝑜𝑓 𝑡𝑖𝑚𝑒𝑠 𝑡𝑒𝑟𝑚 𝑡 𝑎𝑝𝑝𝑒𝑎𝑟 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑑
# 𝑜𝑓 𝑡𝑒𝑟𝑚𝑠 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑑

TFIDF is a statisticalmethod to evaluate the significance of aword in a document or corpus (33). Termswith higherTF-IDF scores
are more relevant and can be utilised in tasks such as keyword extraction, document ranking, and information retrieval (34). As
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for TFIDF, the value of IDF must be calculated first before the final calculation can be executed. The following is the equation
for IDF and TFIDF:

𝐼𝐷𝐹 𝑡 = 𝑙𝑜𝑔 𝑁
𝑛𝑡

• N – Total number of documents in the corpus
• n𝑡– Total number of documents that have the term t

Thus, 𝑇 𝐹𝐼𝐷𝐹𝑡,𝑑 = 𝑇 𝐹𝑡,𝑑 ×𝐼𝐷𝐹𝑡
MI can be used to measure the dependency value of two variables (words) (35) the higher MI might show a strong semantic

relationship and a high possibility that the correlation between X and Y is to be an ontology concept (36), (37). The equation for
the MI of two events, X and Y are as follows:

𝐼 (𝑋,𝑌 ) = 𝐻 (𝑋)+𝐻 (𝑌 )−𝐻(𝑋,𝑌 )

where, 𝐻(𝑋,𝑌 ) = −∑𝑝(𝑥,𝑦)𝑙𝑜𝑔(𝑝(𝑥,𝑦))and, 𝑀𝐼 (𝑤1,𝑤2) = 𝑙𝑜𝑔 𝑝(𝑤1,𝑤2)
𝑝(𝑤1)×𝑝(𝑤2)

p(w1) – the probability that w1 is concentrated in the whole training text
p(w2) – the probability that w2 is concentrated in the whole training text

3 Results and Discussion

3.1 Terms Mapping

The previous step produces three lists of terms corresponding to the three term weighting approaches for each n-gram. It
is necessary to reconcile and combine the extracted terms into a single, integrated list. To do that, a threshold point must be
established to provide a cut-off point for term selection for each termweight.This filtering step needs to be applied as thousands
of extracted terms exist for each of them.

There are different thresholds to consider for each set of documents and it can be set freely (38). In the case of our study,
once the term weights are nearly constant, it is when the threshold is reached. (i.e., the difference between the term’s weight is
close to 0). Figure 2 shows an example of how the threshold point was set for normalized TF on the unigram list, whereby the
threshold is set to 0.02. The same procedure was applied to other term weighting. Table 2 shows the threshold values for all the
terms-weighting used in this research.

Fig 2. Example ofThreshold Point Setting

Figure 3 shows the number of terms extracted from each weighting approach. Figure 4, on the other hand, shows the number
of terms after all the results of the three weighting approaches have been mapped (i.e., unique terms and redundant terms were
removed). For instance, the initial term extracted for each term weighting method is 2959 tokens for unigram. Filtering based
on the threshold values of Table 2 produced 89, 111, and 87 tokens for TF, TFIDF, and MI, respectively. For Bigram, the initial
extracted terms were 17296, and a total of 50, 46, and 53 tokens have been filtered for the TF, TFIDF, and MI approaches,
respectively. Lastly, for the trigram, out of the 23903 terms extracted, 25, 27, and 24 tokens were filtered for each weighting
approach.
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Table 2.Threshold Values for Each Term-Weighting Approach
Unigram Bigram Trigram

TF 0.0200 0.0001 0.00004
TFIDF 0.0100 0.0001 0.00020
MI 0.0010 0.0001 0.00020

Fig 3. Extracted Term for Each n-Gram and TermWeighting

Fig 4. Number of Terms After Mapping

Overall, we can observe that based on the threshold values, only an average of 3.2% of the terms extracted were selected to be
candidates of the ontological concepts, whereas for the bigram and trigram, only 0.3% and 0.1% were considered, respectively.
The filtered list for each termweight was then compared, and duplicate termswere removed, leaving a single list for each n-gram
term. The list for each n-gram was then combined, and the merged list consisted of 295 terms. The list contains terms that are
potential candidate concepts for the work process ontology domain.

3.2 Domain Expert Relevance Judgments

There are several approaches to select ontology concepts from a list of candidate terms. Using domain experts is one of the
most commonly use strategies. Domain experts play an important role in concept identification by identifying key concepts
related to the domain (39). Domain experts who are able to comprehend and analyse the semantics contained in texts, tables,
and images of articles and their experimental parts are needed as computers need fine-grained metadata annotations to do
so (40). In this study, domain experts were engaged to select the most relevant concepts from a list of potential terms extracted
from the previous processes. The domain experts that we chose are the personnel attached to public sector agencies with more
than five years of experience with organisational work processes.
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During this step, the domain experts were provided with a list of 295 terms. An explanation was provided to each of the
domain experts, including the objective of the research and the things that they need to do. The domain experts were given
time to thoroughly review the list and select only the pertinent terms related to the work process concept, with no limit on the
number of terms they could choose.

The list of selected concepts was then analysed and compared, and only a term that all five domain experts agreed on was
retained as the final list.The findings of the analysis show that 56 terms can be used to represent work process domain ontology
concepts.

3.3 Discussion

Several steps or processes are required to identify terms from documents that represent the work process ontology concepts.
The first task is to collect documents to create a document corpus.The next step is to perform a text pre-processing procedure on
the documents to convert the entire text into tokens of words that can be analysed. The term weighting and analysis procedure
are then carried out to produce a single list that will be used as the candidate term list. The next phase requires the involvement
of a domain expert to select an ontology concept related to the ontology domain to be built.

During the pre-processing step, the number of terms that were successfully extracted for each n-gramvaries significantly.The
number of terms for a unigram is around 2000, whereas the bigram and trigramproduced 17,000 and 23,000 terms, respectively.
For the filtering based on the threshold, it is observed that the number of terms above the threshold point value decreases for
every n-gram. This suggests that the significant differences in terms of weight value between the terms will decrease with each
increment in the number of n-grams.

At the final stage, the total number of terms obtained after all the procedures were completed was 56. These terms were all
chosen by the five participating domain experts. Table 3 shows the number of terms selected as work process ontology concepts
according to term-weighting methods. The results demonstrate that the TFIDF term weighting scheme outperforms the TF
weighting scheme by a small margin.

Table 3.The Number of Terms (With Percentages) Selected by Domain Experts (DE) for EachWeighting Method
Weighting Method # of terms selected by DEs % (compared to the overall selected terms)
TF 40 71
TFIDF 42 75
MI 28 50

On the application side, the framework used in this study, which was to identify work process ontology concepts, can be
reused to identify ontology concepts from text-based knowledge sources. This is especially true for documents published in
Malay or documents containing mixed content of Malay and English.The findings or results of this study can also be employed
to identify ontology concepts in other knowledge domains, which is an additional benefit of the study. Researchers who wish
to utilise the approach in ontology concept identification can also use the various word weighting methods employed in this
study as a reference.

4 Conclusion
One of the crucial processes in identifying meaningful terms from a corpus is text extraction and term weighting. In this study,
the corpus refers to a government-published document associated with the work process knowledge domain. Most scholars
have studied and suggested a method of extracting, considering the various languages and knowledge domains available.
For government-published documents, the content is usually prepared in their native language. Since most NLP techniques
and resources are meant for English, this condition occasionally causes an issue for non-English documents. With some
adjustments, this study performed text extraction on a mix of Malay and English text documents and finalized the candidate
terms for the ontology concept by executing the extraction method and term weighting and analysis. To the utmost extent of
our understanding, this research initiative is the initial attempt to introduce a structured methodology for the semi-automatic
extraction and evaluation of concepts and relationships within the work process domain. Future research may investigate the
viability of fully automated term extraction on Malay text documents. Furthermore, the chosen term weighting scheme used
in this study is not claimed to be the best method. Approaches from the aspect of machine learning may be a fruitful area for
future research.
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