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Abstract
Background/Objectives: The accurate recognition of human activities from
video sequences is very challenging due to low resolution, cluttered back-
ground, partial occlusion, and different viewpoints. Machine learning (ML)
based automated HAR from surveillance videos is required with the fusion of
various feature extraction techniques. Methods: In this paper, SVM with fea-
ture fusion is utilized for automatic recognition from surveillance videos. A
Histogram of Oriented Gradient (HOG) is used to segment the frame to dif-
ferentiate humans from other objects or background noise in the input video
frames. The multi-feature extraction can be accomplished in terms of Gabor
Wavelet Transform (GWT), Autocorrelogram, Gray-Level Co-Occurrence Matrix
(GLCM), HSV histogram, and Multi-dimensional CNN. The proposed approach
is implemented in MATLAB software and compared with existing approaches
like Space-Time Interest Point (STIP) and Histogram of Optical Flow (HOF). Find-
ings: The proposed approach outperforms the existing approaches in terms of
reduced time consumption and high accuracy, 99.886%when using theUCF101
dataset and 99.538% when using the UTKinect dataset.Novelty: The most dis-
criminative feature information is obtained with the feature-level fusion tech-
nique. From the feature information, various human actions are recognized
with the classification algorithm.
Keywords: Human activity recognition; Machine Learning; Surveillance
Videos; Human detection algorithm; Feature extraction; SVM classifier

1 Introduction
In computer vision technology, Human Activity Recognition (HAR) is essential for
tracking movements captured in surveillance videos (1). The video surveillance system
contains infinite video cameras, monitors, recorders, and display units on a network to
deliver the captured activities of humans as information to the central location (2,3). The
concept of HAR from video is used to extract the activities from each video frame and
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analyze the features of HAR. In video surveillance, human activity detection is used to capture moving objects in images to
prevent theft and to detect security attacks and fraud to manage unwanted incidents and crowd movements (4,5). In order to
record the actions in response to movement, human activity detection in video surveillance is intended to function around the
clock.

The detection of human activities in surveillance video is complicated. Various levels are used to categorize human activities
based on crowd movement, individual action, and group activity (6,7). Alert messages are produced via an alarm or some other
technique to detect human suspicious activities. Nowadays, detecting the suspicious activities of humans in video surveillance
plays a vital role in computer vision technology, like observing people’s actions in auditoriums, shopping malls, colleges, health
centres (8,9), eldercare, prisons, monitoring vehicles, home nursing, military purposes, etc. Recognizing human activities in
video surveillance is used to detect human activity in day-to-day life to mitigate the suspicious activity of humans (10).

In computer vision and image processing technology, suspicious human activity is classified into normal human activities
and abnormal human activities (11–13). Human Normal activities are also called usual activities. This is done in public places
by humans, such as jogging, running, walking, clapping, boxing, etc. Humans perform rare activities like theft, fights, running
crowds, attacks, crossing borders, and leaving luggage for explosive attacks at public places, which are called suspicious or
unusual activities (14,15). Pre-processing, feature extraction, segmentation, action detection, and classification are some steps
in identifying suspicious human activity in surveillance videos. In recent times, many methodologies have been proposed for
HAR in video surveillance.

HAR in video surveillance is still complicated due to background noise, the influence of the environment, object occlusion,
viewpoint, variations in intra-class viewpoint, non-rigidness of the human body, loss of information, scaling of an object, and
variation in illuminations (16,17). Numerous existing approaches proposed to detect human activities in video surveillance may
not ensure the accuracy of detecting activities (18,19). However, the challenge is to automatically detect human activities in
surveillance video and predict human abnormal activities (20). Hence, the proposed approach introduces an ML-based HAR
to improve accuracy in recognizing human activities and reduce the time for recognition.

Thus, a better understanding and in-depth analysis of these videos are essential to alert the security system. However, it is
not trivial to recognize the human action for all applications with high accuracy due to unconstrained environments in real-
time applications. Factors such as the complexity of activities, distinct backgrounds, dynamic recording, and action speed with
different application areas make the human action identification process a challenging task. Thus, the proposed technique is
based on the objective of achieving fast and accurate action recognition from input video. The proposed approach introduces
an ML-based HAR in surveillance video that depends on feature extraction techniques to improve HAR with high accuracy
and minimal consumption time.

The proposed HAR technique depends on the following contributions.

• To introduce a new automatic HARmodel by fusing diverse feature extraction techniques andML classifiers to recognize
the accurate human activities from surveillance videos.

• The presented multi-feature extraction involves handcrafted feature extraction, and the multi-dimensional CNN model
allows the extraction of deep hidden information for exact human action detection.

• The fusion of handcrafted and multi-dimensional CNN-based deep feature extraction offers high internal information by
learning image features and improving recognition accuracy by correlating a compact set of features.

• The presented fusion model reduces the dimension and minimizes the execution time. Also, the input spatial structure is
preserved by varying the dimension of the CNN learning procedure.

• The classification algorithm SVM handles high-dimensional data with non-linear decision boundaries, and the
performance is evaluated using different metrics. The proposed HAR performance is compared with existing classifiers.

2 Related Works
The recent research related to HAR from surveillance video is mentioned below:

Kushwaha et al. (21) recognized HAR in video sequences by integrating multiple features. A proposed method integrates
the Discrete Wavelet Transform (DWT), HOG, and Multi-scale Local Binary Pattern (LBP) to extract the frame sequences,
structural information, and directional information of the frame.Theproposed feature descriptor provides efficient and effective
activity recognition in realistic scenarios. However, the performance is affected by unconstrained environments.

Deotale et al. (22) suggested an approach for HAR in untrimmed video in the sports domain based on the Deep Learning
(DL) technique. In this method, HAR by the DL approach includes Convolution Neural Network (CNN) and Long Short-
Term Memory (LSTM). CNN was used to classify and recognize activity information like gate detection, emotion detection,
gesture detection, etc. LSTM has extracted the sub-activity information.This approach provides better accuracy in recognizing
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sub-activity information, but no correct activity sequence was detected.
Girdhar et al. (23) developed a method for HAR in automatic surveillance. In this work, DL-based inception-LSTM was

proposed to recognize human activities in video surveillance.The suggested DL approach was used to recognize the suspicious
activities of humans, which captures the temporal information first to increase the accuracy rate. However, there was still a need
to identify suspicious human activity before it occurred.

Kushwaha et al. (24) suggested an algorithm for HAR in video by combining the orientation and magnitude details of optical
flow (OF) and video motion. Support Vector Machine (SVM) was used to classify and validate the results for activity detection.
Hence, the presented method was not suitable for multi-view and real-time environments.

Alawneh et al. (25) enhanced the HAR with respect to time series augmented data and the DL approach. The proposed
approach evaluates the time series augmentation to reduce the overfitting problems and recognize the human activity using
vanilla Recurrent Neural Network (RNN), Gated Recurrent Units (GRU), and LSTM. By using these methods, the rate of
accuracy has improved. Still, it failed to detect human activities in an efficient manner, which increased the time required
and made detection less accurate.

It is complicated to obtain discriminated features from human actions due to variation in the human body. The model
must be trained to provide intelligent solutions for human recognition. Santos et al. (26) recognized human action based on DL
approaches on a small dataset. It is based on the objective of getting better results in bigger datasets with higher performance.
The architectures such as C2D-Resnet50, Inflated 3D ConvNet (I3D), and SlowFast were compared with baseline parameters.
Marcondes et al. (27) analyzed surveillance systems for violence detection. A reliable surveillance system with environmental
variation was suggested by adapting technologies. The comparison of traditional methods is mentioned in Table 1.

Table 1. Analysis of various techniques used in human activity detection
Author Name Approaches used Objectives Advantages Disadvantages
Kushwaha et al. (21) DWT, LBP HAR in surveillance video is car-

ried out using a feature descrip-
tor.

Provide efficient and effec-
tive recognition of activity in
real-time scenarios.

PoorOutdoor activ-
ity detection in the
environment.

Deotale et al. (22) CNN, LSTM Human activities are recognized
through sub-activity informa-
tion.

Provide better accuracy in
recognizing sub-activity
information.

Detecting accu-
racy in the correct
sequence is not
efficient.

Girdhar et al. (23) Inception-LSTM Automatically recognize the sus-
picious activities of humans in
surveillance video.

Capture the temporal infor-
mation first to increase the
rate of accuracy.

The accuracy of
detection is not
precise.

Kushwaha et al. (24) HOG, SVM Enhancing the HAR by integrat-
ing HOG SVM techniques.

Provide efficient and effective
feature vectors for human
activity detection.

It is not suitable
for all real-time
and multi-view
scenarios.

Alawneh et al. (25) RNN, LSTM, and
GRU

Enhance human activity detec-
tion.

Increase the rate of accuracy
in human activity detection.

The detection rate is
less, and time con-
sumption is high.

Santos et al. (26) C2D-Resnet50, I3D,
and SlowFast

Better performancewas achieved. Consistent performance is
attained even with the small
dataset

The late models are
required to model
for audio and video
models.

Marcondes et
al. (27)

Adaptive theory Improving the vehicle surveil-
lance system.

Reliable and secure surveil-
lance system.

Surveillance pat-
terns are not
explored.

2.1 Problem Statement

Human activity detection in video surveillance is a challenging one. Numerous approaches are proposed to detect the activity
of humans in video surveillance, but they do not provide an efficient accuracy for recognizing the activity of humans. The
major issues with the HAR are noisy background, environmental impacts, object occlusion, variation in illuminations, etc.
Therefore, an efficient and effective approach to recognizing human activity is required. Thus, the Machine Learning HAR is
proposed to automatically predict human activities in video surveillance and provide higher accuracy of activity detection with
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less computation time.

3 Proposed Methodology
Human activity detection technology is used to represent the presence of a person in a particular place or environment. The
basic process of object detection from input video is captured frombackground images; then, it categorizes the objects according
to their class. In surveillance video, the detection of human activities plays a vital role due to crowd movement, unique person
identification, suspicious human activity, unusual action recognition, etc.

Fig 1. Flow diagram for Proposed Approach

Figure 1 shows the entire framework of the proposed HAR. The proposed HAR is carried out by four main steps: human
detection algorithm, feature extraction, SVM classifier, and action recognition. Initially, the videos are converted into frames,
and then the frame gets segmented to sort out the humans from other objects or background noise in the input video frames.
After the identification of the human, the human detection algorithm utilizes the HOG feature to recognize human activity
based on ML techniques.

After the detection of human activity using HOG, the tracked objects are tracked through diverse feature extraction
techniques. Feature extraction is characterized by conventional methods and multi-dimensional CNN. Then, the fusion of
features is used to integrate the feature extraction techniques to improve the accuracy rate in analyzing human actions. For
classification purposes, the proposed approach uses SVM to classify human activities, resulting in humans’ required action in
surveillance video.

3.1 Input Video Pre-processing

Pre-processing is one of the most important techniques and plays a significant role in image classification. Extensive
computations and inaccurate recognition performance may occur without performing pre-processing in the initial stage. Here,
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the input is the video data, which includes the grouping of frame sequences at 30 frames per second (fps). The pre-processing
method used to sequence the frames of human action videos is the Mean Subtraction (MS) strategy. The given sequence of
frames can be characterized as Frseq = {Fr1,Fr2, . . .Fri, . . .FrN}. Each frame is represented asFri ∈ Rh×w×c, wherew indicates
width, h means height, and C represents the RGB color channel. The mean value of the frame is computed using the below
formula.

µFri =
Frh×w×c

i
h×w× c

(1)

The mean subtraction obtained by RGB frame pre-processing is represented as

Frpre = µImNi −µFri (2)

Where, µFri illustrates the mean value of the frame, Frpre indicates the frame pre-processing, and µImNi represents the
ImageNet mean from the ImageNet dataset (28), and the values used are [0.485,0.456,0.406].

3.2 Human Detection Algorithm

A human detection technique is used to detect human activities in video surveillance by creating bounding boxes like square or
rectangular boxes to determine the person’s exact position in the video frame.Themain steps in the human detection algorithm
for recognizing human activities are HOG and SVM classifier, as shown in Figure 2.

Fig 2. Human Detection Algorithm Flow

HOG feature is used in the human detection algorithm to enhance the HAR from given input video frames. SVM classifier is
used to classify the presence of a person in detected objects from the input frame or not, which returns the detected person by
representing the rectangular bounding box with width and height values. HOG (29) is utilized to extract and recognize features
from video frames. HOG is also called a feature descriptor. HOG feature has the ability to detect objects even in multiple
occlusions. Hence, the proposed approach uses an HOG feature to detect the objects in the input video frame. HOG feature
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is the most effective feature used in human detection algorithms to extract object shape information from the input frame
sequence.The image frames are initially divided into small spatial regions called cells to construct the efficient HOG descriptor.
Local one-dimensional (1D) edge orientations or HOGs are computed for each pixel of the cell.

The HOG descriptor computes the intensity gradient distribution to deliver the information of the local shape object. The
HOG feature is used to analyze image patches at different scales in multiple image locations. In HOG, horizontal and vertical
gradients are evaluated to get the absolute value of x and y gradients. At last, the magnitude of the gradient is measured to
enhance the features. Without analyzing the previous gradient knowledge, HOG estimates the object’s shape using a local
intensity gradient. In a localized manner, the HOG feature captures the edges and the gradient to obtain the object shape
information.

Calculations involved in HOG features are:

• Initially, the pre-processing method is used in the HOG feature to eliminate background noise during the collection of
frame samples. Pre-processing the images in HOG is divided into size of N x N pixels. In M-bins HOG, all pixels are
collected and computed to build a final features vector. HOG features utilize the pre-processing method to improve the
gradients for each cell size. Resize the image by having some fixed size or ratio of an image to extract the feature because
other images are divided as

• Derivatives of the images are placed in X and Y directions.
• Gradients are calculated for every pixel in the image. The gradient is computed by taking the small patch from the input

frame. Changes in X and Y directions are considered as gradients. Let’s calculate the gradient magnitude and gradient
direction α by following the equation.

α = tan−1
(

Y
X

)
(3)

• The next step is to calculate the histogram orientation for each cell where the image is divided into 8 x 8 pixel cells.
Calculating the histogram among small local regions is called spatial binning.The best result for human detection requires
an unsigned 9-bin histogram between 0 and 180◦.

• Block normalization is used to normalize the histogram of each cell using the overlapping blocks of cells. Attaching the
histograms of all cells in a block produces a vector. A metric is run on the vector to normalize the histogram and reduce
the effects of lighting variations. Hence 16 x 16 block contains four histograms to produce 36 x 1 element vector. Block
normalization in HOG reduces the illumination contrast difference and improves the detector performance.

3.3 Multi-Feature Extraction

In the proposed approach, some human actions are categorized as follows: human-object interaction, playing musical
instruments, human-human interaction, and sports. Hence, some actions are also used for experiment purposes: baby crawling,
body weight squats, brushing teeth, jumping rope, mopping the floor, and push-ups. The handcrafted feature extraction
techniques are Gabor Wavelet Transform (GWT), Auto correlogram, Grey-Level Co-occurrence Matrix (GLCM), and HSV
Histogram. The deep features are extracted using Multi-dimensional CNN. Figure 3 shows the feature extraction techniques.

Fig 3. Feature Extraction
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3.3.1 Gabor Wavelet Transform
Gabor Wavelet Transform (GWT) (30) is also called a linear filter. It is used to analyze the image to check whether it is
in a localized region around the point with a specific frequency and direction. Gabor functions play a vital role in image
processing by analyzing and extracting the features and textures from input video.Multiplying the plane wave with theGaussian
function produces the Gabor function. Using the GW filter in feature extraction enhances low-quality images because grey-
scale character images directly carry out the extraction process in the GW filter. Some important features captured by the GW
filter are orientation selectivity, spatial localization, quadrature phase relationship, and frequency selections.The 2DGWTfilter
is represented in Equation (4).

GF(X ,Y ) = gα(X ,Y )exp(2µiλ (Xcosθ +Y sinθ)) (4)

Where,

gα(X ,Y ) =
(

1√
2µαX αY

)
exp
(
−1
2

(
X2

α2
X
+

Y 2

α2
Y

))
(5)

Consider gα(X ,Y ) is the function of the 2D Gaussian function used for the sinusoidal harmonic 2D signal. λ is the oscillating
frequency used to determine the key parameters like α , θ in GWT.

GFuv(X ,Y ) = ∑i ∑ j A(X − i,Y − j)ψ∗
nv(i, j) (6)

Here u,v denote the scale and orientation, (ψ)mother wavelet function, where the complex conjugate isψ∗
uv and i, j is the mask

size of the Gabor filter. The rotation and dilation of (ψ) in the GWT filter are represented in the equation below.

ψ(X ,Y ) =
(

1
2αX αY π

)
exp
(
−1
2

(
X2

α2
X
+

Y 2

α2
Y

))
exp(2πiλX) (7)

With varying scales and orientations, mean and variance are estimated in the Gabor filter. The computed pair for energy in the
filtered image (u,v) is represented by the following equation.

EC(u,v) = ∑X ∑Y |GFuv(X ,Y )| (8)

In feature extraction techniques, GWT filters are used to extract the local image feature representation and texture information
from the input video.

3.3.2 Auto-Correlogram
Auto-correlogram (31) is used for extracting the colour features from defective and non-defected images. Auto-correlogram is
utilized to indicate spatial correlation distribution of identical colours. The auto-correlogram of the image captures the spatial
correlation to check the strength similarities between the corresponding images. In an image, the colour relationship between
the pixels is described by the colour correlogram method. This method shows the spatial relationship between various colour
pairs and the level of each colour in a low-emissivity coating of a damaged image. Hence, the auto-correlogram is very strong
in reducing the variations in shape appearance due to changes in camera positions, zooming objects, etc.

3.3.3 GLCM
GLCM (32) is also called a texture descriptor, which is used to measure the brightness value and extract the features of images
based on the occurrence of pixel pairs. GLCM provides detailed information about the input images, such as adjacent interval,
direction, variation in amplitude, etc. By using the spatial correlations of the grey level, GLCM describes the characteristics
of the texture image. Scalars like correlation, homogeneity, and image contrast describe the GLCM. Construct the GLCM
by calculating the values of grey-level intensity in a given image based on the linear relationship between two pixels. GLCM
feature extraction focuses on determining the spatial composition of detected objects in the crowd’s density. Also, it extracts
the information from the input images.

3.3.4 HSV Histogram
Hue Saturation Value (HSV) (33) Histogram is used in the feature extraction stage to separate the input image into textured
class and non-textured class. HSV represent the colour format to describe the colours by their shade, saturation, and brightness
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value. HSV histogram is a very effective method to capture the multi-model patterns of colour information to recognize human
activity.The respective histogram is updated by one for each pixel. In the image, each and every bin holds the percentage of pixels
corresponding to the HSV colors. The Hue values are chosen between 0-350◦ ranges, and their corresponding value may differ
from red. The saturation value may differ from 0-1. In HAR, the HSV histogram is used to enhance the edge information and
position information and preserve the invariance in optical and geometric deformation. Initially, HSV color space is generated,
and the color histogram is formed by counting the number of pixels in each quantization unit. By calculating the difference
in HSV histogram distance, the input video frame difference is determined. Thus, the HSV histogram is used to extract the
features of human activity to decrease measurement problems and represent colour and texture information.

3.3.5 Multi-dimensional CNN based deep feature extraction
In addition to the handcrafted features, the CNN features are directly learned from the video using DL-based approaches. The
feature extraction efficiency is improved with the modelling of 3D-CNN, 2D-CNN, and 1D-CNN. In the proposed approach,
automatic feature extraction can be accomplished through CNN. The feature extractions obtained through 3D-CNN (34), 2D-
CNN (35), and 1D-CNN (36) have been utilized in recent research in which satisfactory performance was achieved.The extracted
features from these algorithms are differentiated from each other. By combining these algorithms, more representative features
are integrated to improve the proposed model. The proposed CNN approach requires three input layers to handle the sub-
models. The similarities between 3D-CNN, 2D-CNN, and 1D-CNN are shared by convolution, flattening, and max-pooling
operations. The architecture of feature extraction based on 3D-2D-1D-CNN is shown in Figure 4.

Fig 4.The framework of feature extraction with 3D-2D-1D-CNN technique

The convolution operation is invoked for output generation between the sub-models by representing the sample pattern
change. The pooling layer minimizes the data size, model complexity, and model overfitting. The maximum values from the
block are considered for extracting significant features with the maxpooling operation. The data is converted into a 1D matrix
and fed to the fully connected layer. The features of each sub-model are integrated into the fully connected layers. It has the
advantage of effective coordination, and it supports more representative feature extraction to enhance the overall performance
of the model.

Here, the deep features are extracted by exploiting the pre-trained VGG16model for learning hidden deep patterns from the
sequence of human activity frames. In deep learning, there exist many CNNmodels, but the most popular VGG 16 framework
is chosen for the following reasons. This model consists of a total of 16 weight layers for feature representation and helps
to minimize the computational cost while extracting features from the frame sequence. Moreover, VGG 16 is deeper than
other CNN architectures and has 138M (Million) learning parameters. The Multi-dimensional CNN is divided into several
layers like five Conv (convolution) blocks, max-pooling, and 3 Fully-Connected (FC) layers. Each block comprises Conv layers
accompanied by max-pooling layers. The non-linear activation function ReLU is regularly used in model training. The input
frame is pre-processed into a size 224 x 224 x 3 before feeding it to the first Conv layer of the VGG16 model. The expression is
given as,

FConv = K ∗Frpre (9)

Where, K indicates the kernels (filters) of size 3× 3, Fconv denotes the feature maps generated from the pre-processed frame
Frpre. Now, the above equation is further expanded as,

FCom1 = ∑m ∑n K[m,n]Frpre[p,q] (10)
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Where, p and m signifies the rows, whereas q and n indicates the columns of Frpre frame, respectively. The second Conv layer
is further used to shrink the input image spatial dimension, which is expressed as,

Fcom2 = ∑m ∑n K[m,n]Fcom1 [p,q] (11)

Next to the second Conv layer, the max-pooling layer is used to minimize the feature vector size.Themax-pooling layer output
is given as,

Max1
pool =

i
max

j

(
Fq

p conv2

)
(12)

Where, j and i represents the max-pooling filters. The feature map extracted from the fifth block of the max-pooling layer is
expressed as,

Max5
pool =

i
max

j

(
Fq

p Coms

)
(13)

After the pooling layers, three FC layers are added, which is useful for extracting intrinsic information. The expression of FC’s
first layer is mentioned as,

FHA =
(

Max5
pool ,d f latn

)
FHA = Frpool 5

pre

(14)

Where, the features of human actions are denoted as FHA, the flattened layer is indicated as dflatt.. The final layer responsible for
the extraction of features can be modeled as,

FDP =
(
FHA,d f latn

)
(15)

3.4 Feature fusion
In the proposed approach, HAR is performed by fusion of features because feature-extracting techniques have difficulties in
extracting shape, texture, and colour-based features. In this work, theHAR is presented using feature fusion and a classification-
based human activity detection algorithm. Different features such as GaborWavelet transform, GLCM, Auto correlogram, and
HSVHistogram are extracted and fused to perform effective HAR. Hence, this work introduces amulti-feature fusion approach
to integrate details of different data features for performing feature extraction and activity recognition. It combines the feature
dimension, texture, shape, scale-orientation, and colour features. Finally, the feature classification can be accomplished through
the SVM classifier.

Classifying multiple patterns is challenging due to inter-class separability, the number of action classes, and inter-class
separability. The classification with almost the same kind of feature is challenged. Hence, the problem can be resolved by
combining different kinds of feature sets. It leads to the generation of a single feature vector. The fusion approach has three
kinds of fusion: decision level, image level, and feature level. The feature level fusion is used with the proposed approach to
deal with accuracy and execution time.The feature fusion is based on the objective of obtaining better recognition accuracy by
matching the original features.

In the proposed feature fusion, the size of the maximum feature vector is estimated. The maximum probability features
are used for padding. Maximum probability value with zero padding is utilized for generating equal-length vectors. The
fusion process is described as follows. The features extracted with GWT, AC, GLCM, HSV, and M-CNN are represented with
ηGWT ,ηAC,ηGLCN ,ηHSV andηM−CNN .The entire training samples are representedwithN. Initially, the higher and lower feature
vector length is computed using the following equation.

ηmax(F) = Max(ηGWT ( j),ηAC( j),ηGLCM( j),ηHSV ( j),ηM−CNN( j)) (16)

ηmin(F) = Min(ηGWT ( j),ηAC( j),ηGLCM( j),ηHSV ( j),ηM−CNN( j)) (17)

Afterward, the maximum feature vector length is followed by making the vector length of all features equal. The minimum
feature vector probability is computed to select the feature with a higher occurrence of the entire vector.

Q =
∑P

j=1 q j(y)
P

(18)
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Where, the probability matrix is represented with Q, the number of favourable occurrences is denoted with q j(y), and M
represents the number of minimum features ηmin(F). A higher probability value is used for padding equal-length vectors.
After making the length of the feature vector equal, the features ηGWT ,ηAC,ηGLCN ,ηHSV and ηM−CNN can be fused with a
parallel approach.

ηF(FF) = max(ηk( j)) ,k ∈ {ηGWT ( j),ηAC( j),ηGLCM( j),ηHSV ( j),ηM−CNN( j)} (19)

Where, ηF(FF) represents the fused feature vector. After getting the fused feature, the dimension is reduced to minimize the
execution time.

3.5 SVM Classifier

SVM (37) is an ML-based algorithm that plays a vital role in performing classification problems like activity recognition, object
recognition, face recognition, speaker identification, etc.The SVM technique is used in human detection algorithms to enhance
detection performance and classification. In the SVM classifier, the hyperplanes are designed to split all data points.Thus, SVM
looks for the best hyperplane to separate two data classes to form a model used for classification. Hyperplane provides a large
margin between two classes to enhance the classification process in SVM.The support vectors are considered as data points in
SVM.These data points are placed in the boundary of the slab to separate the hyperplane.Themain goal of the SVMmethod is
to find a classifier with the least generalization error, which is attained by the boundary of maximum margin by the following
equation.

Min

(
1
2
∥WV ∥2 +α

N

∑
a=1

βa

)
(20)

Ya (⟨WV,Xa⟩ + b)≥ 1−βa∀a (21)

Here, WV is a weight vector, which is denoted inside the ⟨.,⟩ product,α > 0 is a regularization coefficient, b is the bias, and
the slack variable is βa ≥ 0. The human detection algorithm uses the SVM classifier to recognize and classify the actions
independently. Even small human actions like walking, running, talking, etc., are observed to recognize the actions. In the
human detection algorithm, the SVM classifier is mainly used to calculate the hyperplane with a high margin, which splits the
feature vectors for every category of data.Then, the detected human actions are visualized as M-bounding boxes with the value
of height and width in X −Y origin. In the proposed approach, some actions are used for experiments: baby crawling, body
weight squats, brushing teeth, jumping rope,mopping the floor, and push-ups. Based on the feature extraction techniques, SVM
classifies the six activities for recognizing the actions of humans.

HAR finds several applications in diverse fields like sports, surveillance, medical diagnostics, video annotations, etc.
However, based on trained features, the recognition system categorizes the spatio-temporal (ST) feature descriptor from
the video sequence. However, most classifiers suffer from issues like large-sized feature vectors and extended training time.
Therefore, SVM uses existing ST feature descriptors to resolve the problems associated with HAR. Here, SVM is utilized to
recognize activities within the High-Dimensional (HD) feature space. In the proposed study, SVM was chosen and used as a
classifier because this ML classifier offers superior results compared to other classifiers. Also, it is very effective when dealing
with smaller and large-scale training datasets and shows improved performance in HD spaces. During the training process,
hyperplanes are generated in HD space, which separates the training data into multiple classes. The kernel function can solve
the non-linearly separable classes in SVM. Here, the RBF kernel is utilized as the kernel function, which makes use of γ (the
regularisation factor) that adjusts the speed of the kernel function and identifies the flexibility of separating the SVMhyperplane.
The RBF kernel processes the feature into a huge feature space. During the initial stages, SVM was developed to perform
binary classification but can also perform multiclass classification accurately. The fused feature vector is given as input by the
SVM classifier, which further accommodates each image to the subsequent label and accurately recognizes the activity being
performed. Thus, the proposed SVM classifier performs better in labeling different activities at minimal time and with a low
computation cost.

The proposed HAR is more efficient than the existing DL-based techniques in terms of HAR accuracy and less processing
time. It can be attained with different feature extraction and feature fusion techniques. The feature fusion technique provides
the pattern of action with the compact feature set. Thus, the proposed HAR model utilizes the relationship between the hybrid
features and fuses with the feature level fusion in order to attain better performance.
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4 Results and Discussions
The proposed technique is evaluated in MATLAB software and analyzed with traditional approaches to detect the activities
of humans by using the UCF101 and UTKinect datasets. It is processed with an Intel(R) core (TM) i3-7100U processor and
@2.40Hz 2.40 GHz Central Processing Unit (CPU), which are installed at 8.00GB RAM, and the system model is a 64-bit
operating system, x64-based processor.

4.1 Dataset Description

4.1.1 UCF101 Dataset
Theproposed approach utilizes theUCF101 dataset (38) for detectingHAR in video surveillance.TheUCF101 is the large dataset
forHAR from video surveillance. It has real user-uploaded videos with different cameramotions and cluttered backgrounds. All
videos are captured in several cluttered scenes, illumination conditions, various poses, partial occlusions, orientation of human
objects, camera motion, various viewpoints, etc. UCF101 dataset has more number of action classes than others. Hence, the
dataset is well-suited for HAR with the ML algorithm. Table 2 shows the experimental setup for the proposed approach.

Table 2. Experimental Setup for the proposed approach
Number of Actions Training Videos and Frames Testing Videos and frames
six 239/7170 60/1800

Table 3. Attributes of the UCF101 dataset (38)

Actions 101
Clips per Group 4-7
Min Clip Length 1.06 sec
Resolution 320240
Groups Per Action 25
Total Duration 1600 mins
Frame Rate 25 fps
Clips 13320
Mean Clip Length 7.21 sec
Max Clip Length 71.04 sec
Audio Yes (51 actions)

TheUCF101 dataset has a major role in HAR. Table 3 illustrates the detailed summary of the UCF101 dataset, consisting of
13k video clips and 27h of video data. Each video has an average length of 180 frames, consisting of 101 actions ranging from
day-to-day life activities. Each group holds certain categories, such as Human-Object Interaction holds 20 categories, Body-
Motion holds 16 categories, Human-Human Interaction holds 5 categories, playing musical instruments holds 10 categories,
and sports holds 50 categories.

Therefore, it’s very complementary to consider 101 activities for the segmentation process.Thus, the proposed approach only
considers six experimental actions: baby crawling, body weight squats, brushing teeth, jump rope, mopping the floor, and push-
ups. In the proposed work, 6 classes were selected from the UCF dataset. The classes are selected based on a large proportion
of data. Due to the selection of majority class data, the result is highly impacted by avoiding overfitting or misclassification.
It tends to increase classification performance and minimal processing time. In this study, one of the reliable ways to evaluate
the proposed ML performance is to train the model with available data and assess its classification performance. Here, the
Train/Test Split approach is used to separate a portion of data and to use that data for validation.The entire dataset is randomly
divided into training and test sets.The data split ratio considered for training and testing is 80:20. Figure 5 represents the actions
considered in the proposed method.

4.1.2 UTKinect Dataset
This UTKinect dataset (39) includes ten indoor daily activities, such as standing up, walking, picking up, sitting down, throwing,
carrying, pulling, pushing, clapping hands, and waving hands. Each action is performed by ten people two times. This dataset
is represented in three modalities, namely RGB, 3D skeleton, and depth. In total, 200 action samples are seen in this dataset.
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Fig 5. Actions used for the proposed experiment

Thewhole dataset is divided into training and test sets.The ratio of data split considered for training and testing is 80: 20. In the
proposed work, 6 actions were selected from the UTKinect dataset, such as walk, sit down, stand up, pickup, throw, and clap
hands. Figure 6 denotes the actions considered from the UTKinect dataset.

Fig 6. Actions used from UTKinect for the proposed experiment

4.2 Evaluation Metrics

The proposed approach obtained fast and accurate HAR in surveillance video based on some actions from the UCF101 and
UTKinect datasets. Some popular metrics used for evaluation are accuracy, recall, precision, specificity, MCC, and F-score.
Accuracy is determined by calculating the percentage of correct predictions from the total number of samples.

Accuracy =
Number o f Correct Prediction s

Total Number o f Prediction s made
(22)
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Precision =
T P

T P +FP
(23)

Specificity =
T N

T N +FP
(24)

Recall =
T P

T P +FN
(25)

F − score = 2
(

Precision×Recall
Precision+Recall

)
(26)

MCC =
T P ×T N −FP ×FN√

(T P +FP)(T N +FN)(T P +FN)(T N +FN)
(27)

Where, True Positive is T P, False Positive is FP, True Negative is T N , MCC illustrates Matthews Correlation Coefficient, and
False Negative is FN .

The loss function represents the inaccuracy of classification. It is estimated with the error value between output prediction
and target value.

4.3 Time Analysis

The time consumed by the existing and proposed feature extractionmethods is mentioned in Table 4. In the proposed study, the
time analysis is conducted based on single-feature extraction and fused-feature extraction. Gabor Wavelet Transform (GWT)
obtained (0.0286) time for extracting the local and texture features. Auto-correlogram consumes (0.0290) time for extracting
the colour features from the defected and non-defected frames. The grey-level co-occurrence Matrix obtains (0.0293 sec) time
for measuring the brightness values, and the HSV Histogram consumes (0.1304 sec) time for extracting the edge and position
information to recognize the human activities in surveillance videos using proposed techniques. For recognizing the human
activities in surveillance video, the existing Space-Time Interest Point (STIP) detection methods and HOG consume 0.048534
times, and HOF obtains 12.533267 times for recognition. The run time for the proposed fused feature extraction is 0.0124 sec.

Table 4. Time Analysis of Existing and Proposed Feature Extraction Methods
Method Time (sec)
STIP + HOG 0.048534
HOF 12.533267
GWT 0.0286
Auto-correlogram 0.0290
GLCM 0.0293
HSV Histogram 0.1304
Proposed [Fused Feature Extraction] 0.0124

The time consumption of the proposed classification technique with existing classifiers is analyzed in Table 5. To prove the
effectiveness of the proposed HARmodel, different ML classifiers are compared with reference to the run time in seconds. The
proposed and existing classifiers are executed in the MATLAB platform, and the run time analysis is based on the UCF101
dataset. The proposed model acquires lesser run time due to the fused feature extraction with SVM classification. However,
the other classifiers, namely NB, DT, RF, and LR, are analyzed based on single feature extraction and take more time than the
proposed classifier model.
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Table 5. Proposed time analysis performance with various ML classifiers
Method Time (sec)
Proposed [Fused Feature Extraction + SVM] 0.254
Decision Tree (DT) 0.472
Naïve Bayes (NB) 0.343
Random Forest (RF) 0.71
Logistic Regression (LR) 0.68

Theruntime of the proposedmethod (fusion of features + SVM) consumes 0.254 sec, whereas the existing classifiers obtained
higher run times as NB (0.343 sec), DT (0.472 sec), RF (0.71 sec), and LR (0.68 sec).The proposed approach consumes less time
because of the fused feature extraction procedure combined with the classification process. However, the runtime for existing
ML classifiers with single-feature extraction processes is higher compared to the proposed human activity detection algorithm.
This proves the efficacy of the ML-based proposed HAR model.

4.4 Performance analysis

The accuracy performance of the proposed HAR is given in Figure 7.The accuracy values are higher for the proposed approach,
and they are lower for the existing approaches.The DWT+LBP+HOG and proposed approach performance is higher than that
of other approaches. The lower performance is obtained with DWT based approach. The accuracy performance of DWT and
HOG-SVM is lower than 80%, and the performance is higher for the remaining approaches. The accuracy results are lower
than 80% for MHI-HOG, HOG-SVM, andMulticlass SVM approaches. From the entire number of input samples, the number
of true predictions is estimated to measure the model’s accuracy. Hence, the accuracy result is mainly based on the amount of
true predictions. Accuracy evaluates the classification model with the correctly classified human actions and the total number
of human actions.

Fig 7. Accuracy performance comparison with existing approaches

The precision result of the proposed HAR is shown in Figure 8.The precision values of human action recognition are higher
for the proposed technique and lower for the DWT technique. The precision value is lower than 0.2 for DWT based HAR
technique. The recall value of DWT+LBP+HOG was obtained to be higher than 0.9, and the Multiclass SVM performance
was lower than 0.8. But all the HAR-based techniques have achieved a performance higher than 0.7 except DWT. From the
entire positive identification, the true positives are measured at a precision rate. The relationship between the measurements is
determined with precision metrics.

Recall analysis with existing approaches is shown in Figure 9. The recall value is compared with existing HAR-based
approaches. The higher recall value is obtained with the proposed approach, and the lower is obtained with the DWT-based
approach. The recall value of DWT+LBP+HOG is higher than 0.9, but it is lower than 0.8 for the remaining MHI-HOG,
HOG-SVM, and Multiclass SVM approaches. The specificity performance of the proposed approach is shown in Figure 10.
The specificity results produce lower results than the proposed one.The performance is higher than 0.96 for DWT+LBP+HOG,
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Fig 8. Precision comparison with existing approaches

Fig 9. Recall performance with traditional techniques

Fig 10. Specificity comparison with existing techniques
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MHI-HOG, HOG-SVM, and Multiclass SVM.The performance of DWT is lower than 0.92.

Fig 11. MCC performance comparison with existing approaches

Fig 12. F-score comparison with existing approaches

The MCC performance of the proposed HAR is given in Figure 11. The performance is lower for the existing DWT-based
HAR.The performance of the remaining approaches is higher than 0.6. The F1-score result analysis is shown in Figure 12. The
f1-score of HAR measures the accuracy of the ML model. It can be obtained by combining the score of precision and recall.
For the proposed HAR and existing DWT+LBP+HOG approaches, the performance is higher than 0.9. The optimal level of
performance is obtained with the proposed approach. When considering the existing deep approaches, the f1-score value of
HAR is achieved at a lower than 0.8.The lowest performance is obtained with the DWT architecture, and the f1-score values are
obtained lower than 0.7. The lower performance is due to inefficient parameters; it complicates the training process and leads
to misclassification.

Figure 13 illustrates the Confusion Matrix of the proposed approach from the UCF101 dataset. Figure 14 indicates the
UTKinect dataset confusion matrix.

Table 6 shows the analysis of the proposedHARon theUCF101 dataset.Theproposed performance isanalyzed using different
metrics: accuracy, recall, precision, specificity, F-score, andMCC. Here, the proposed comparison is done with various existing
classifiers (21) to prove the effectiveness of the presented human activity detection algorithm. The proposed approach offers
better results and can be suitable for real-world environments. The efficiency of the proposed approach is due to the fused
feature extraction and classification performance.
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Fig 13. Confusion Matrix of the proposed approach (UCF 101 dataset) in various actions

Fig 14. Confusion Matrix of the proposed approach (UTKinect dataset) in various actions

Table 6. Proposed HAR performance with UCF101 dataset (21)

Techniques Accuracy (%) Recall Precision Specificity MCC F-score
Proposed 99.886 0.999 0.998 0.999 0.998 0.998
DWT+LBP+HOG 99.76 0.997 0.997 0.99 0.997 0.997
DWT 62.57 0.156 0.562 0.910 0.180 0.244
MHI-HOG 78.80 0.720 0.767 0.968 0.705 0.743
HOG-SVM 75.80 0.758 0.759 0.973 0.731 0.759
Multiclass SVM 77.66 0.777 0.742 0.975 0.733 0.759
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Table 7. Comparison of Proposed HAR performance with different DL algorithms
Method Dataset Accuracy (%)
Proposed UCF101 dataset 99.886
Two-stream ConvNet (40) UCF101 dataset 93.30
Implicit CNN (41) UCF101 dataset 89.8
GMM-KF-GRNN (42) UCF101 dataset 89.30
AR3D (43) UCF101 dataset 89.28
S3D-ConvNet (44) UCF101 dataset 86.6
Encoding RNNs (45) UCF101 dataset 81.9
P-RRNNs (46) UCF101 dataset 91.4
Deep Bi-LSTM (47) UCF101 dataset 91.21
CNN_Bi-GRU (48) UCF101 dataset 91.79

Table 7 indicates the comparative analysis of the proposed HARmodel with different DL algorithms.The proposed accuracy
outcome is compared with other DLmodels like Two-streamConvNet (40), Implicit CNN (41), GaussianMixtureModel-Kalman
Filter-Gated RNN (GMM-KF-GRNN) (42), Attention Residual 3D (AR3D) Network (43), Segments based 3D ConvNet (S3D-
ConvNet) (44), Encoding RNNs (45), P-RRNNs (46), Deep Bi-LSTM (47), and CNN_Bi-GRU (48). The same UCF101 dataset is
used by the existing DL models for accuracy performance comparison. The proposed HAR model obtained superior accuracy
(99.886%) outcomes compared to the existing DL approaches.

Table 8. Proposed HAR performance comparison on UTKinect dataset with different DL algorithms
Method Dataset Accuracy (%)
Proposed UTKinect dataset 99.538
Normalized JT (49) UTKinect dataset 96.8
SGR (50) UTKinect dataset 98.5
Deep Networks (51) UTKinect dataset 96.68
3D Action Recognition (52) UTKinect dataset 98.9
Multilayer LSTM (53) UTKinect dataset 95.9
Cuboid CNN (54) UTKinect dataset 96.1
Graph Model (55) UTKinect dataset 96.0
EFC (56) UTKinect dataset 94.9
1D CNN (57) UTKinect dataset 96.9

Table 8 describes the comparative performance of the proposed HAR model with other networks executed with the
UTKinecet dataset. The accuracy of the proposed network is compared with other different architectures to define the efficacy
of the proposed HAR network. The existing networks executed with UTKinect dataset used for comparison are Normalized
Joint Trajectories (JT) (49), Sparsified Graph Regression (SGR) (50), Deep Networks (51), 3D action recognition (52), Multilayer
LSTM (53), Cuboid CNN (54), Graph Model (55), Elastic Functional Coding (EFC) (56), and 1D CNN (57). The proposed HAR
model executed with the UTKinect dataset achieved higher accuracy (99.538%) output when compared with other approaches.

4.5 Analysis of train and test split

From Figure 15, the accuracy and loss curves aremeasured by changing the epoch size from 0 to 100. In the proposed approach,
Multi-dimensional CNN is utilized for feature extraction. The number of epochs varies to analyze the overall performance of
the proposed model. With 50 epochs, the accuracy lies between 92% to 95%. If the size of the epoch is 100, the accuracy is
increased to 99%. The loss curve decreases with the increase in the size of the epoch. With 50 epochs, the loss value is varied
between 0.2-0.1. When it reaches 100, the values are lower than 0.1. A lower error rate is obtained due to the efficient training
process of fusion techniques, which accomplishes maximum accuracy.The proposed approach recognizes human activity with
high accuracy and less time consumption than existing approaches.

In the present comparison, the second-best classifier is varied from the proposed classifier, with a performance deviation of
0.1%. Also, the time required to compute the proposed HAR is reduced.The traditional approaches require 0.343 sec for HAR.
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Fig 15.The accuracy and loss result of the proposed approach with varying numbers of epochs

However, in the case of the proposed HAR, the processing time is minimized to 0.254 sec.

Fig 16. K-fold validation performance for training and testing accuracy

Thek-fold cross-validation result for the training and testing performance is given in Figure 16.The number of folds is varied
from 1 to 5. In most folds, the training accuracy is higher than the testing accuracy. The training accuracy obtained with fold
1, fold 2, fold 3, fold 4, and fold 5 are 99%, 98.8%, 99.5%, 99.3% and 99%. The testing accuracy obtained with fold 1, fold 2,
fold 3, fold 4, and fold 5 are 98.95%, 98.7%, 99.4%, 99.4%, and 98.9%. While increasing the number of folds, the performance
is slightly degraded, and the performance is higher with fold 3 and fold 4.

4.6 Discussion

Recently, HAR in computer vision has continued to be an active area of research due to the evolution of numerous intelligent
systems like surveillance, analysis, and control. In this work, a newmulti-feature extraction and fusion strategy is introduced for
the accurate detection of human actions from video surveillance.The SVM classifier categorizes human actions and minimizes
the cost of computation in a high-dimensional environment. The proposed HARmethod is better than other methods because
the results indicate that themulti-feature extraction has provided consistent and robust features for action detection in humans.
Also, the fusion strategy is found to be very beneficial in reducing the dimension of the feature subset. The proposed human
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detection algorithm eliminates the computation complexity and acquires a more compact feature representation using the set
of fused features. Finally, six different human actions from the UCF 101 dataset, such as baby crawling, brushing teeth, rope
skipping, body squats, floor mopping, and push-ups, whereas six actions from the UTKinect dataset, such as walking, sit down,
stand-up, pickup, throw, clap hands are classified by the SVM classifier, showing multiclass classification.Thus, it’s necessary to
integrate and evaluate the information to achieve better system accuracy for recognition. Hence, in the proposed approach, the
feature extraction techniques are integrated as a fusion of features to improve the accuracy of HAR in surveillance video.

5 Conclusion
Recognition of human activity in video surveillance plays a vital role in computer vision technology and various application
fields.This work introduces a fusion model withML-based human activity detection. In this proposed approach, HAR in video
surveillance is discussed in detail. Tracking and recognizing human activity is becoming an essential role in day-to-day life.
Many approaches are proposed for recognizing human activities in surveillance videos, but the accuracy of detecting human
activities is very low. This work introduces ML-based human activity detection in surveillance videos based on the fusion of
handcrafted and deep feature extraction techniques. The important findings of the proposed fused feature extraction and ML-
based HAR are characterized as:

• A new human detection algorithm (HDA) is introduced, which utilizes theHOG feature descriptor to sort out the humans
from other objects or background noise in the input video frames.

• Processing multiple feature extraction techniques like GWT, Autocorrelogram, GLCM and, HSV histogram, Multi-
dimensional CNN for extraction of features.

• A new fused feature extraction strategy is developed, which fuses all the features attained to enhance the accuracy rate of
analyzing human actions. The proposed fused feature descriptor offers a discriminate, robust and discriminative feature
vector, producing efficient results in unconstrained environments.

• The outcome of the fusion feature has been proven to be better than that of the single feature descriptor, which has higher
activity recognition accuracy and low time consumption. The Prediction is invoked with SVM, which categorizes the
required human actions in surveillance video.

Initially, the proposed approach introduces a human detection algorithm for recognizing the person in the required
environment. After extracting the shape, texture, and colour-based features using feature extraction techniques, the fusion
of features is used to integrate the extracted features to achieve better recognition. Finally, the SVM technique is utilized to
classify the feature vector by each category of actions and returns the M-bounding box to recognize human actions in video
surveillance. The proposed technique is evaluated with MATLAB software and analyzed with earlier methods to detect human
activities in video surveillance. In the proposed approach, six actions are taken for experimental purposes from UCF101 and
UTKinect datasets to prove the superiority of the proposed fusion based HAR model. The proposed approach gives more
efficient results than traditional approaches in achieving accuracy (99.88%) (99.538%) and less time consumption for detecting
HAR.The limitation of this research is only a minimal number of human actions are identified. In the future, this work can be
developed with advanced DL models for recognizing human activities. Also, it is planned to recognize more human activities
and to analyze the difficulties and challenges faced. In addition, it is considering real world data and processing with multiple
persons that interact in a similar scene. Moreover, the performance can be analyzed using real-time datasets that consider
high-level, complex activities.
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