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Abstract
Objective: The aimof this paper is to analyze the efficacy of employingmultiple
advanced convolutional neural networks (CNNs) for the purpose of enhancing
the accuracy in detecting and classifying various plant diseases. Methods:
The research involves the analysis of 7623 training images as well as 1906
validation images of different plant diseases and employed advanced deep
learning models like DenseNet169, Xception, InceptionV3, MobileNetV2, and
ResNet50V2 to classify them. At first the RGB images are converted toGrayscale
and later to enhance their quality, few techniques have been used such as Otsu
thresholding, noise removal, distance transform, and watershed techniques.
Subsequently, contour features are extracted by calculating morphological
values to obtain the necessary region that correspond to diseased areas in
plant images. Findings: On evaluating the performance of the applied models
on the basis of various metrics, MobileNetV2 and ResNetV2 achieved the
highest validation accuracy scores of 99.42% each, with their respective loss
values of 0.19 and 0.49. In terms of recall, precision, and F1 score, all models,
except MobileNetV2 and InceptionV3, attained optimal scores of 0.99 each.
Novelty: The novelty of this paper resides in the incorporation of multiple
image segmentation techniques with fine tuning the parameters of advanced
Convolutional Neural Network (CNN) models on the basis of various factors
such as the number of images, size, channel, classes etc to generate the optimal
results.
Keywords: Agriculture; Plant diseases; Artificial Intelligence; Advanced CNN
models; Watershed Technique

1 Introduction
Plant diseases have always been a threat to the global food security despite having
significant steps in the technology of agricultural sector. These diseases are responsible
of disrupting supply chains, jeopardizing crop yields, as well as escalate the growth of
malnutrition and hunger worldwide. There have been various traditional techniques to
combat such diseases, but they rely on human inspection, call for excessive labor, and
consume lot of time (1,2). In addition to this, it is a known fact that agriculture systems
have become complex at a large scale which requires the urgency towards the reliable
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as well as efficient detection method. Hence, in light of these pressing concerns, there is a critical need to harness emerging
technologies and innovative approaches to bolster plant disease management efforts (3,4). Among these, the application of AI
based learning techniques holds promise for revolutionizing disease detection in agriculture. By automating the process of
analyzing plant images and identifying disease symptoms, AI-based systems offer the potential to enhance diagnostic accuracy,
streamline decision-making processes, andultimatelymitigate the socioeconomic impacts of plant diseases on a global scale (5,6).

From the past years, a number of research studies have put forth various machine learning and deep learningmethodologies
which aimed at the detection of various disease-based plants. Deep Learning models like MobileNet architectures and
Convolutional Neural Networks were used to accurately and swiftly identify plant illnesses by Khalid and Karan (2024) (7).They
employedGradCAMand eXplainable Artificial Intelligence (XAI) to visualize plant disease signs.That clarifiedmodel decision-
making. CNNmodel had 89% accuracy, 96% recall, F1 score, and precision. In contrast,MobileNet has 96% accuracy. Precision,
recall, and F1-score were lower at 90%, 89%, and 89%, respectively. According to Nawaz et al. (2024) (8) proposed CoffeeNet
as a new Deep Learning (DL) model. This methodology was created to address coffee plant leaf disorder identification issues.
To investigate disease-related sample characteristics, they used an upgraded CenterNet technique with a ResNet-50 model
and spatial-channel attention strategy. The study focused on the Arabica coffee leaf repository and its practical and complex
environmental constraints. CoffeeNet produced excellent classification accuracy of 98.54% and 0.97 as mAP. Khanna et al.
(2024) (9) employed Deep Convolutional Neural Network image analysis to identify and classify plant diseases in leaf photos
at different resolutions. PlaNet was compared against 18 popular CNN models, including a top-5 ensemble model. PlaNet
performedwell throughout all testing experiments, with an average-wise accuracy of 97.95%,AUCof 0.9752, F1-score of 0.9686,
sensitivity of 0.9707, precision of 0.9576, and specificity of 0.9456. Haridasan et al. (2023) (10) proposed a computer vision-based
approach to reliably detect and classify rice plant illnesses. They used image processing and AI learning to combat fake smut,
bacterial leaf blight, rice blast, brown leaf spot, and sheath rot in Indian rice fields. First, image pre-processing and segmentation
identify the affected area, then convolutional neural networks and support vector machine classifiers classify diseases. Deep
learning had 0.9145 validation accuracy. Javidan et al. (2023) (11) employed SVM to diagnose and classify grape leaf diseases
as black rot, black measles, and leaf blight. K Means clustering technique is used to automatically separate illness symptoms
from healthy leaf portions. HSV, l*a*b, and RGB color models extract features. Principal component analysis for dimension
reduction gave SVM 98.97% accuracy. The suggested technique classifies grape leaf diseases more accurately and faster than
CNNandGoogleNet. Guo et al. (2020) (12) proposed a deep learning-basedmathematicalmodel for plant disease diagnosis.The
goal was to improve accuracy, variety, and training efficiency.This method utilizes the region proposal network (RPN) to locate
leaves in complex situations. Using RPN results, the Chan-Vese (CV) algorithm segmented images and extracted symptom
information. The model outperformed conventional methods in bacterial plaque, black rot, and rust disease evaluations with
an accuracy rate of 83.57%. Chen et al. (2020) (13) investigated plant leaf disease identification using deep convolutional neural
networks and transfer learning. Pre-trained models like VGGNet on ImageNet and Inception were used. Pre-trained ImageNet
networks were used to initialize weights. Their method performed well and had an average accuracy of 92.00% for rice plant
picture class prediction even in difficult backdrop settings. Chohan et al. (2020) (14) developed a deep learning-based ”plant
disease detector” to detect plant illnesses using leaf pictures. The method used the PlantVillage dataset for training, augmented
the dataset to boost sample size, and used a CNN with several convolution and pooling layers. After training, the model was
extensively evaluated and obtained 98.3% accuracy in studies utilizing 15% of the PlantVillage dataset, which contained healthy
and diseased plant photos. Ahmed and Yadav (2023) (15) detected plant diseases using linear regression, random forest-nearest
neighbors, neural networks, SVM, and Naive Bayes. The ensemble plant disease model outperformed other suggested and
developed plant disease detectionmethods. Panigrahi et al. (2020) (16) examinedmaize plant disease detection using supervised
machine learning. These categorization algorithms were compared to get the best disease prediction model. Other algorithms
were less accurate than the Random Forest algorithm (79.23%). The models were trained to help farmers prevent new plant
illnesses by detecting and classifying them early. In 2020, Jasim et al. (17) developed a deep learning strategy to detect plant leaf
diseases using convolutional neural networks. The study examined tomatoes, peppers, and potatoes using Plant Village dataset
photographs. The CNN classified 15 groups, including 12 disease classes (bacteria, fungi, etc.) and three healthy leaf classes.
They found 98.29% training accuracy and 98.029% testing accuracy across the dataset with their proposed approach. Atila et
al. (2021) (18) suggested classifying plant leaf disease with EfficientNet deep learning. The original and enhanced PlantVillage
datasets containing 55,448 and 61,486 photos were utilized for training. Transfer learning made all layers trainable in the
EfficientNet architecture and other models. EfficientNetB5 had 99.1% accuracy and 98.42% precision in the test dataset, while
EfficientNetB4 had 99.39%.

Albeit, several research have studied the application of deep learning and machine learning approaches for plant disease
detection and classification, but there is still room for improvement.
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Inadequate Performance: Various learning models have been applied by the researchers, but they fail in achieving the
satisfactory scores of accuracy. Despite considerable efforts, many studies have stated the suboptimal performance of their
applied models which showed a significant gap in achieving reliable as well as robust classification outcomes.

Model Comparison and Benchmarking: In the realm of detecting diseases in plants, various models have been used by the
researchers, but they neither measure the performance of the models for the different classes of the plant diseases nor with the
existing techniques.

LimitedModel Diversity: Researchers used limitedmodels for the identification as well as classification of plant disease.They
mostly focused on the small subset of the AI learning models and restricts in exploring the usage of more advanced models in
order to generate to optimal results.

By focusing these gaps, this paper focuses on the development of an advanced deep learning model that uses various
classifiers to generate the optimal results as well as enhance the accuracy of plant disease detection and classification. Apart
from this, the paper also addresses the merits and limits of these technologies and their impact on the area of plant pathology.

1.1 Contribution of the work

The following are the contributions made in designing an AI-based system for identifying and classifying diseases in plants:

• This research focuses on using various machine learning and deep learning techniques to accurately detect and classify
plant diseases.

• In order to improve the dataset’s quality, several operations have been employed. These include converting the images to
grayscale and applying Otsu thresholding, noise removal, distance transform, and watershed techniques.

• To classify diseases effectively, contour features have been computed using morphological values to identify significant
characteristics. The purpose of this phase is to accurately define the specific areas in plant images that correspond to
diseased regions.

• Within the domain of convolutional neural networks (CNNs), various advanced architectures have been used, such as
DenseNet169, Xception, InceptionV3, MobileNetV2, and ResNet50V2. The assessment of these models is carried out
using evaluative metrics such as precision, accuracy, recall, loss, as well as F1 score.

1.2 Structure of the manuscript

The manuscript is structured such that Section 1 acts as an Introduction which defines the role of traditional approaches and
AI techniques in identifying plant diseases. Section 2 outlines the approach for constructing the deep learning system, which
involves several phases. Section 3 then evaluates the system based on numerous metrics and in the end Section 4 provides a
comprehensive summary of the entire work.

2 Methodology
The section includes the phases (Figure 1) that have been taken into account during the design of the deep learning model for
identifying and classifying different plant diseases.

Fig 1. Proposed system to detect and classify plant diseases
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2.1 Depiction of the dataset

The dataset included in the article was sourced from the New Plant Diseases dataset, which encompasses a collection of leaf
images from 38 distinct plant categories. This study focuses on four categories of plant diseases (Figure 2): Corn (Maize)
Northern Leaf Blight, Grape Esca (Black Measles), Common Rust (Corn), and Grape Black Rot. The diseases are represented
as RGB photographs, with a total of 9529 images, each measuring 224x224 pixels (19).

Fig 2. Original sample of plant diseases

2.2 Data Preprocessing

In this process, we convert a color image from the RGB color space to a grayscale image, as shown in Equation (i) (Figure 3).
Each pixel in the grayscale image is given a luminance value that represents its perceived intensity (20).

Gray scale value = 0.299 x Red +0.587 x Green+0.114 x Blue (i)

Fig 3. RGB to grayscale conversion of plant disease images

2.3 Segmentation

In this researchwork,we have used various techniques to enhance the quality of image such asOtsu thresholding,Noise removal,
distance transformation, and watershed segmentation.

Otsu’s thresholding is applied to convert the image into black and white format (binary) and to identify a threshold which
splits the pixels into two classes i.e. background and foreground (21). In the context of plant disease identification, Otsu’s
thresholding segments the images of plant leaves or tissues and efficiently distinguishes healthy and unhealthy regions in the
images. The mathematical Equation (ii) for Otsu’s thresholding is as follows:

σ2
b (t) = ωb (t) . ω f (t) .[µb (t) . µ f (t)]2 (ii)

Here, σ2
b (t) is the inter class variance for a given threshold t, ωb (t) and ω f (t)are the probabilities of the background and

foreground classes, respectively, and µb (t) and µ f (t) are the mean pixel intensities of the background and foreground classes,
respectively.
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Fig 4. Enhanced the visualization of plant disease images through Otsu thresholding techniques

In the context of plant disease detection, noise removal is a crucial preprocessing step to enhance the accuracy of subsequent
analyses. Image noise, such as random variations in pixel values, can adversely affect the performance of algorithms by
introducing spurious information or obscuringmeaningful features.Therefore, effective noise removal is essential for improving
the overall reliability of plant disease detection systems (21). One common method for noise removal is image smoothing or
filtering. Hence, in this work, technique such as Gaussian smoothing has been employed to reduce high-frequency noise while
preserving the essential structures of the image (Figure 5).This filter helps in creating a cleaner andmore uniform representation
of the plant tissues or leaves.

The mathematical equation for a 2D Gaussian filter is given by:

G(x,y) =
1

2πσ 2 e
−

x2 + y2

2σ2 (iii)

Here, G(x,y)is the value of the Gaussian function at coordinates (x,y), π refers to the mathematical constant which represents
the ratio of the circumference of a circle to its diameter, and σ refers to the standard deviation of the Gaussian distribution.

Fig 5. Removing noise in plant disease images

After removing noise, distance transform technique is applied to analyze and quantify the severity or extent of diseases
affecting plant structures such as leaves. The distance transform computes the distance of each pixel in an image to the nearest
boundary or edge (21). In the context of plant images, the boundary could represent the outline of the plant structure or the
contour of a diseased region (Figure 6). The Euclidean distance transform is a commonly used method, and its mathematical
expression for a 2D image can be represented as follows:

Let I (x,y) be the binary input image where I (x,y) = 1 for foreground (object) pixels and I (x,y) = 0 for background pixels.
The distance transform D(x,y) is given by :

D(x,y) =
√

∑i, j (i− x)2 +( j− y)2 (iv)

Here, the sum is over all foreground pixels (i,j)in the binary image I(x,y).The distance D(x,y) represents the Euclidean distance
from the pixel(x,y) to the nearest foreground pixel.
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Fig 6. Distance transformation on plant disease images

The last technique used is a watershed segmentation which is useful in separately identifying the affected diseased areas
in plants (Figure 7). It is able to accurately differentiate overlapping as well as adjacent regions which makes it more useful in
instances where boundary delineation is crucial for accurately identifying and analyzing plant diseases (21).

The general equation for the watershed transformation can be expressed as follows:
Let I(x,y) be the input image, and |∇I | be the gradient magnitude of the image.The watershed functionW(x,y) is computed

as the negative of the gradient magnitude:

W (x,y) =−|∇I| (v)

Fig 7. Watershed technique on plant disease images

2.4 Feature Extraction

Various parameters such as area, perimeter, width, height, aspect ratio, etc, as shown in Table 1 are used to provide contour
information to characterize as well as analyze diseased regions in plants for identification and interpretation (21).

Table 1. Characteristic values of images
Perimeter Grape Esca (Black

Measles)
Corn (maize) Common
rust

Corn (maize) Northern
Leaf Blight

Grape Black rot

Area 0.0 2.0 0.0 0.0
Perimeter 0.0 5.65 0.0 0.0
Epsilon 0.0 0.565 0.0 0.0
Width 1 3 1 1
Height 1 3 1 1
Equivalent Diameter 1.0 1 1.0 1.0
Extent 0.0 0.22 0.0 0.0
Aspect Ratio 0.0 1.59 0.0 0.0
Max Value 151.0 115.0 134.0 131.0

Continued on next page
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Table 1 continued
Min Value 151.0 155.0 134.0 131.0
Min Value Loc (231,255) (239,249) (43,255) (66,255)
Max value loc (231,255) (238,249) (43,255) (66,255)
Mean color (151.0) (133.8) 134.0 (131.0)
Extreme Leftmost
point

(231,255) (238,249) (43,255) (66,255)

Extreme rightmost
point

(231,255) (240,249) (43,255) (66,255)

Extreme topmost point (231,255) (239,248) (43,255) (66,255)
Extreme bottommost
point

(231,255) (239,250) (43,255) (66,255)

2.5 Applied Classifiers

InceptionV3 uses inception modules with multiple filter sizes, batch normalization, factorized convolution, as well as auxiliary
classifiers for capturing complex features and hierarchical representations. Likewise, the variant of DenseNet architecture,
DenseNet169, has densely connected blocks which receives input from the previous layers, allows the reusing of plant disease
image features, as well as mitigates the vanishing gradient problem (22). Another classifier is Xception which is a derivative of
Inception architecture. It is also useful in capturing the intricate features of images as it contains depth wise as well as point
wise separable convolutions.The design of the network reduces the computational complexity and allows discerning fine details
present in the image. A variant of ResNet architecture, ResNet50V2 has also showcased its effect in detecting diseases in plants.
It contains residual blocks in stacked form that facilitates to preserve the information of the image via skip connections. At
the end, a lightweight architecture, MobileNetV2, is used which has inverted residuals, linear bottlenecks as well as depth wise
separable convolutions in its architecture.The network also contains shortcut and skip connections that enable the smooth flow
of gradients during training and facilitate the learning of both local and global features (23). The layered architectures of all the
applied models are presented in Table 2.

Table 2. Parameters of the applied classifiers
Layer Output Shape Param#
Inception_V3 (None,2048) 21802784
Flatten_9 (None,2048) 0
Dense_45 (None,1024) 2098176
Dense_46 (None,512) 131328
Dropout_9 (None, 256) 0
Dense_48 (None, 128) 32896
Dense_49 (None,8) 1032
Total Parameters 24591016
Trainable Parameters 24556584
Non-Trainable Parameters 34432
DenseNet169 (None,1664) 12642880
Flatten_1 (None,1664) 0
Dense_5 (None,1024) 1704968
Dense_6 (None,512) 524800
Dropout_1 (None, 256) 0
Dense_8 (None, 128) 32896
Dense_9 (None,8) 1032
Total Parameters 15037896
Trainable Parameters 14879496
Non-Trainable Parameters 158400
Xception (None,2048) 20861480
Flatten_2 (None,2048) 0
Dense_10 (None,1024) 2098176
Dense_11 (None,512) 524800
Dropout_2 (None,256) 0
Dense_13 (None,128) 32896
Dense_14 (None,8) 1032

Continued on next page
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Table 2 continued
Total Parameters 23649712
Trainable Parameters 23595184
Non-Trainable Parameters 54528
MobileNetV2 (None,1280) 2257984
Flatten_3 (None,1280) 0
Dense_15 (None, 1024) 1311744
Dense_16 (None,512) 524800
Dense_17 (None, 256) 131328
Drouput_3 (None, 256) 0
Dense_18 (None,128) 32896
Dense_19 (None,8) 1032
Total Parameters 4259784
Trainable Parameters 4225672
Non-Trainable Parameters 34112
ResNet50V2 (None,2048) 23564800
Flatten_4 (None,2048) 0
Dense_20 (None,1024) 2098176
Dense_21 (None,512) 524800
Dense_22 (None,256) 131328
Dropout_4 (None,256) 0
Dense_23 (None,128) 32896
Dense_24 (None,8) 1032
Total Parameters 26353032
Trainable Parameters 26307592
Non-Trainable Parameters 45440

2.6 Performance Metrics

When it comes to detecting plant diseases, there is several important performance metrics that help us evaluate how well a
model is working. Accuracy is a fundamental metric which represents the proportion of correctly classified instances among
the total samples. Loss, however, is a way to measure howmuch the predicted values differ from the actual values. Lower values
indicate that the model is performing better (24).

Accuracy =
True Negative+True Positive

True Negative+True Positive+False Positive+False Negative
(vi)

Loss =
(Actual Value−Predicted Value)2

Number o f observations
(vii)

Precision measures the accuracy of positive predictions by measuring the proportion of true positives out of the total of true
positives and false positives. Recall, or sensitivity,measures the model’s capacity to correctly identify all relevant instances by
computing the ratio of true positives to the sum of true positives and false negatives. F1 score represents the harmonic mean
of precision and recall, providing a balanced assessment that is especially valuable when there is an imbalance between disease
and non-disease instances (24).

Precision =
True Positive

True Positive+False Positive
(viii)

Recall =
True Positive

True Positive+False Negative
(ix)

F1 score = 2
Precision∗Recall
Recall +Precision

(x)
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3 Results and Discussion
To predict and classify plant diseases, the performance metrics of five different architectures were assessed, namely
DenseNet169, Xception, MobileNet V2, ResNet50 V2, and Inception V3 on the basis of training and validation accuracy and
loss (Table 3).

Table 3. Analysis of the applied models for plant disease dataset

Models Training Validation
Accuracy Loss Accuracy Loss

DenseNet 169 99.11 0.30 99.24 0.001
Xception 99.60 0.32 99.26 0.34
MobileNet V2 99.14 0.34 99.42 0.19
ResNet50 V2 99.49 0.59 99.42 0.49
Inception V3 99.60 0.59 98.49 0.46

TheDenseNet169model exhibited a commendable performance with a training accuracy of 99.11% and a negligible training
loss of 0.30, while on the validation set, it achieved an impressive accuracy of 99.24% with an extremely low loss of 0.001.
Similarly, the Xception model demonstrated a high level of accuracy in both training (99.60%) and validation (99.26%) sets,
accompanied by relatively low losses (0.32 and 0.34, respectively). MobileNet V2 and ResNet50 V2 also performed well, with
the training accuracy above 99% i.e. 99.14% and 99.49% respectively and relatively low losses. But these models computed the
best accuracy at the validation phase with 99.42% each. On the other hand, the Inception V3 model showed a slightly lower
validation accuracy of 98.49% compared to its training accuracy of 99.60%, suggesting a potential issue with generalization.

Table 4. Analyzing the execution of the models
Models Precision Recall F1 Score
DenseNet169 0.99 0.99 0.99
Xception 0.99 0.99 0.99
MobileNet V2 0.97 0.97 0.97
ResNet50 V2 0.99 0.99 0.99
Inception V3 0.98 0.99 0.98

Likewise, as shown in Table 4, DenseNet169, ResNet50V2, and Xception indicated strong classification performance by
obtaining the highest values of precision, recall, and F1 score of 0.99 followed by InceptionV3 with the best recall value of
0.99 but slightly lower value of precision and F1 score with 0.98. On the contrary, MobileNet V2 showed lower performance as
compared to the other models in terms of precision, recall, and F1 score with 0.97.

As shown in Figure 8, for the classes ”Grape___Esca_(Black_Measles)”, ”Corn_(maize)___Common_rust,”and
”Grape___Black_rot,” DenseNet169 achieved perfect scores of 1.00 in precision, recall, and F1and showcase its
ability to accurately identify instances of these diseases in grape and corn plants. On the contrary, for the class
”Corn_(maize)___Northern_Leaf_Blight,” the DenseNet 169 model exhibited little low precision (0.97), recall (0.99), and
F1 score (0.98), which highlightes its effectiveness in distinguishing and classifying instances of Northern Leaf Blight in maize
plants. Likewise, for ”Grape___Esca_(Black_Measles),”Xceptionmodel achieved perfect precision (1.00), which indicate accu-
rate positive predictions, along with high recall (0.98) and F1 score (0.99). In the case of ”Corn_(maize)___Common_rust,”
the model shows flawless precision, recall, and F1 scores with 1.00. But regarding ”Corn_(maize)___Northern_Leaf_Blight,”
the model obtained lower value of precision (0.96), recall (0.97), and an overall high F1 score (0.99). For ”Grape___Black_rot,”
the Xception model demonstrates accurate classification with a balanced 0.97 as precision, 1.00 as recall, and 0.98 as
F1 score. In the ”Grape___Esca_(Black_Measles)” class, MobileNetV2 shows high recall (1.00) but slightly lower preci-
sion (0.94) and results in a balanced F1 score of 0.97. For ”Corn_(maize)___Common_rust,” the model achieves flaw-
less precision, recall, and F1 scores which indicates its precise identification of instances of common rust. In the case of
”Corn_(maize)___Northern_Leaf_Blight,” the model displays perfect precision but a lower recall i.e., 0.85 which leads to a
slightly lower F1 score of 0.92. For ”Grape___Black_rot,” themodel demonstrates perfect precision (1.00) but a somewhat lower
recall of 0.93 but results in a balanced F1 score of 0.96. The ResNet50V2 model exhibits robust and consistent performance
in classifying various plant diseases. For the ”Grape___Esca_(Black_Measles)” and “Grape___Black_rot” class, the model
obtained 1.00 as precision, F1 score, and recall value respectively which thereby showcases its accuracy in identifying instances

https://www.indjst.org/ 1763

https://www.indjst.org/


Kaur & Bansal / Indian Journal of Science and Technology 2024;17(17):1755–1766

Fig 8. Performance evaluation of classifiers for different class of plant disease

of this disease in grape plants. In the ”Corn_(maize)___Common_rust” class, the model maintains flawless precision, which
indicates accurate positive predictions, but with a slightly lower recall of 0.99, resulting in a high F1 score of 0.99. Similarly,
for ”Corn_(maize)___Northern_Leaf_Blight,” the model demonstrates a precise classification with a high precision of 0.99,
though with a slightly lower recall of 0.96, thereby results in a commendable F1 score of 0.97. Similarly, the InceptionV3model
demonstrates strong and precise performance in classifying specific plant diseases. For the ”Grape___Esca_(Black_Measles)”
and ”Grape___Black_rot,” class, the model obtains perfect precision, recall, and F1 score which indicates accurate identifica-
tion and classification of instances of this disease in grape plants. In the ”Corn_(maize)___Common_rust” class, the model
maintains a high precision of 0.99, capturing the majority of true positives with perfect recall and resulting in a commendable
F1 score of 0.99. For ”Corn_(maize)___Northern_Leaf_Blight,” the model exhibits perfect precision and a high recall of 0.99,
though the F1 score is slightly lower at 0.94.

In addition to this, the performance of the applied models has been also compared with the existing ones in Table 5 through
rigorous evaluation and analysis.

Table 5. Comparative Analysis
Ref Dataset Techniques Accuracy Remarks
(4) Plant disease GradCAM+MobileNetV2 96% High processing time
(5) Coffee plant data CoffeeNet 98.54% Limited dataset
(6) Images of healthy and dis-

eased plants
PlaNet 97.95% Lack of generalizability

Continued on next page
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Table 5 continued
(7) Real time data CNN+SVM 91.45% Not reliable
(8) Plant Village SVM 98.97% Class imbalance issue
(9) Leaf dataset RPN+CV 83.57% Low detection accuracy
(15) Plant Village Dataset EfficientNetB5 99.1% Fine tuning of model is required

Our Study New Plant Diseases
Dataset

ResNet50V2 99.42% Improved accuracy and generalizability
by using multiple plant diseasesMobileNetV2 99.42%

4 Conclusion
The paper presents that advanced CNN models has yielded significant quantitative observations and findings in plant disease
detection. Through rigorous experimentation and evaluation, we observed that the ResNet50V2 and MobileNetV2 models
achieved impressive validation accuracy scores of 99.42%.These high accuracy rates demonstrate the effectiveness of using the
advanced deep learning architectures in accurately identifying and classifying various plant diseases. Furthermore, our research
highlighted the importance of preprocessing plant images through operations such as converting to grayscale, applying Otsu
thresholding, noise removal, distance transform, and watershed techniques along with the contour feature extraction. These
preprocessing steps played a crucial role in improving the quality of the dataset and enhancing the performance of the applied
deep learning models. Hence, by incorporating multiple image segmentation techniques and fine-tuning the parameters of
advanced CNNmodels, we were able to optimize the results and achieve optimal scores for recall, precision, and F1 score. This
novel approach not only enhanced the efficiency of disease detection but also provided valuable insights into the potential
of AI-based systems in revolutionizing plant disease management efforts. However, there are also certain limitations and
challenges like the risk of overfitting as well as use of small data. Addressing these issues through robust validation techniques,
regularizationmethods, and data augmentation strategies in future will be crucial in ensuring the reliability and effectiveness of
AI-based plant disease detection systems in practical agricultural settings. Apart from this, Explainable AI techniques should
be also integrated to enhance the interpretability of model predictions and develop real-time plant disease monitoring systems
for proactive management. By addressing these limitations and leveraging the future scope of research, the potential for AI
technologies to transform plant health management and agricultural sustainability remains promising.
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