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Abstract
Objectives: To develop an efficient Video Summarization technique that aims
to utilize the saliency map for mimicking the human way of selecting the
important events in the given video.Methods: This paper proposes Histogram
basedWeighted Fusion (HWF) algorithm that uses spatial and temporal saliency
maps to act as guidance in creating the summary of the video. The spatial
saliency score and temporal saliency score obtained from the corresponding
saliencymaps are fused using the proposedHWF algorithm to obtain the frame
level importance score. It tries to depict the visual attention of the human brain
when watching a particular video. Findings: The experimental results show
that the proposed HWF algorithm performs better than the state-of-the-art
methods. Novelty: The use of Histogram intersection and the incorporation
of the exponential function as the weight for the combined feature enhance
the summarization ability of the proposed model.
Keywords: Video Summarization; Saliency Map; Histogram intersection;
Contrast sensitivity function; Attention curves

1 Introduction
In the growing internet era, multimedia usage has become ubiquitous. Communication
between people in a society is done through the sharing of images and videos.
Nowadays, videos are themost sharedmediumon socialmedia platforms like Facebook,
YouTube, Instagram, etc. With technological development, millions of users are able to
flood the data warehouses of social media platforms with different video clippings.This
creates a problemwhere storing, indexing, and searching through such large amounts of
video data becomes insanely difficult. Thus, video summarization has emerged as one
of the most needed research areas in today’s world. A video consists of several shots,
and each shot contains semantically meaningful frames. The frames that are part of the
final summary of the video are called keyframes. They depict the essence of the given
input video without compromising the context. Thus, video summarization can also
be viewed as a step towards video understanding. Video summarization has a broad
spectrum of applications, depending on the type of video that is summarized. In a
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long surveillance video, it is difficult to search for some particular events like violence, abnormalities, unknown person
identification, etc. In such cases, video summarization plays an impactful role in saving man’s time. The summarized video
automatically extracts the vital events according to the user’s needs. In the case of medical video summarization, it is helpful for
medical students and staff to quickly go through the surgical procedure and any diagnosis videos like endoscopy, colonoscopy,
etc. Video summarization also helps to detect traffic rule violators, which is part of an intelligent traffic management system.
With wider applications, video summarization also faces wider challenges, such as the fact that the extraction of important
events from the video is very subjective.There are structured videos like sports and news videos, as well as unstructured videos
like user generated videos. In structured videos, there will be a definite boundary between the shots, while in unstructured
videos, there are no cuts in between the shots, and the camera movements are shaken. Developing a generalized framework for
both types of videos is a challenging task.

In the work (1), the authors used both color and structure-based features to find the representative keyframes of social
media videos. These features were eventually clustered using Kohonen’s Self organizing map to obtain the final summary.
In the work done by (2), the authors attempted to summarize commodity hardware videos. They used low level features to
eliminate the unimportant frames. A tree-based model is used, which utilizes segment level features for training. The authors
of the literature (3) proposed a novel framework called the pyramidal opponent color-shape model, whose aim is to detect the
boundaries of the shots, including hard and soft transitions in a video. In the work proposed by (4), block based spatio-temporal
features are used as video features, and the features undergo dimensionality reduction techniques.Then a self-motivated scoring
mechanism is utilized for finding the frame importance score. A comprehensive review of the various techniques used is
discussed in (5). The survey presents genre-wise datasets and technique wise methodologies in a broader way.

In (6), the authors proposed a deep semantic and attentive network for video summarization. In this work, textual data is
also incorporated, which helps in generating a semantically meaningful summary of the video. A self-attention mechanism is
utilized to tackle the problemof long-termdependencies. (7) experimented in such away by finding the shots in a video, followed
by keyframe extraction. They used higher order color moments and the zero-normalized pixel correlation coefficient (ZNCC)
for finding the keyframes as well as the shots. A detailed analysis of different techniques of video summarization is discussed
in (8). A deep learning-based approach is undertaken by the authors of (9), in which the summaries are based on the object
of interest. The video summary is produced by detecting the desired objects and then extracting those frames containing the
objects. (10) summarized the campus surveillance videos using a deep CNN model. Activity recognition is performed initially
using the attention based deep learning model. Using the attention scores that are generated, the keyframes are extracted.

The utilization of video summarization varies depending on the nature of the video being analyzed. In the contemporary
setting, the prevalence of online educational videos has increased significantly, primarily due to their facilitation of remote
learning. Consequently, the process of summarizing such instructional videos proves to be advantageous for learners during
revision (11).Within the domain of intelligent traffic surveillance systems, the summarization of traffic videos is conducted based
on various events like traffic violator detection and anomaly identification (12). Additionally, the summarization of extensive
surveillance footage stands as another significant application of video summarization. In this context, the video background
remains static while the methodologies employed revolve around the detection of individuals, objects, and events (13). One of
emerging research subfield is the query focused video summarization (14) which is a type of personalized video summarization.
The output summary is highly dependent on the user query (15). A recent advancement in this field involves the utilization of
video summarization to assist in generating scene graphs (16), thereby enhancing video analysis capabilities. Furthermore, scene
graphs find application in the domain of unsupervised machine translation processes (17). This type of translation is an essential
component of comprehensive language models that are currently attracting significant attention. An essential aspect of video
analysis and surveillance pertains to the detection of temporal activities, wherein activities within lengthy untrimmed videos
are identified and localized simultaneously (18). Consequently, it is evident that video summarization encompasses a wide range
of applications.

The major research gap in the above-mentioned literature is that the frame or images are considered as a whole and the
features are extracted for further processing. Instead of utilizing the image in its entirety, a salient region of the image is taken
in this research work.The best summarization results are achieved by finding the region of interest first and then doing further
processing. The human brain tends to remember only things that are necessary, which can be applied to summarizing a video
as well. People, while watching a video clip, remember or tend to capture those that are considered informative to them. Such
a behavior can be modeled computationally using a visual attention technique. This paper presents a work that is based on
visual attention both spatially and temporally using a proposed HWF method. By finding the saliency, the region of interest is
obtained. The major contributions of this work are:

• A saliency-based feature extraction is utilized.
• A novel feature fusion algorithm based on histogram intersection is proposed.
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• An efficient threshold based keyframe selection is used which plays a major role in efficient video summarization
framework based on visual attention technique.

2 Methodology
Figure 1 shows the block diagram of the framework for video summarization using proposed HWF algorithm.

Fig 1. Block diagram of the framework for video summarization using proposed HWF algorithm

2.1 Dataset description
For this work, two benchmark datasets are taken, named SumMe and TVSum. The SumMe dataset contains 25 videos, which
include holidays, sports, and events.They are raw or minimally edited videos whose length varies from 1 to 6minutes, and each
video contains 25 frames per second. To ensure that video summaries are evaluated effectively, each of these videos has at least
15 user annotations. The title-based Video Summarization (TVSum) dataset consists of 50 videos from various genres, such
as new, vlog, how-to, documentary, etc. Each video is annotated by 20 people, which is helpful in the automatic evaluation of
various video summarization techniques. The average duration of the dataset is about 2 to 10 minutes.

2.2 Frame conversion
Video summarization starts by converting the input video into frames using the uniform sampling method. The uniform
sampling method is a process of selecting frames at a uniform distance d. Here, d=3 is taken i.e., every third frame is taken
for further processing. As each video in the dataset used has a different dimension, the video frames are reduced to 256 x 256
for uniformity.Thiswork is entirely based on the visual attention cues throughwhich the video summary is generated. Two types
of saliency maps, namely the spatial saliency map and the temporal saliency map, are generated for each input frame. From the
saliencymaps, the spatial attention score and temporal attention score are calculated, respectively.These attention score features
are then fused together using the proposed Histogram-basedWeighted Fusion (HWF) algorithm.Thus, each frame is assigned
a particular attention score. The attention curves are then generated, and an adaptive threshold based keyframe selection is
performed. These keyframes form the summary of the video.

2.3 Saliency map
This work aims at summarizing the video based on visual attention, i.e., video summarization is carried out from a user point of
view, like the contrast of a frame or any motion present in between the frames.These contrasts and motions in the video model
how human attention is drawn towards the important part or content in a video.Thus, a saliency map is used, which represents
a salient or important part of the video. In this work, two types of saliency maps are used, namely the spatial saliency map and
the temporal saliency map. The spatial saliency map gives an important region in the two-dimensional image space, while the
temporal saliency map gives an important region across frames with time as the third dimension.
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2.3.1 Spatial saliency map generation
The input frames are converted fromRGB to L*a*b* color space.The choice of L*a*b* color space is due to the fact that it closely
resembles the perception of colors by the human brain. People tend to give importance to those frames that attract them.When
a color feature is considered, the contrast plays a major role in attracting visual attention. Thus, the saliency map is generated
based on the contrast sensitivity function.The images that are converted to L*a*b* color space are then filtered using a contrast
sensitivity function, which is given by the following equation:

S (r) = re−0.25r (1)

Where r is the pixel intensity value of image S.
Finally, the spatial saliency map is generated by finding the spatial distance between the filtered image and the mean of the

image which is given by the following equation.

SS (x,y) =
√
(L∗−L∗m)

2 +(a∗−a∗m)
2 +(b∗−b∗m)

2 (2)

Where L*, a* and b* are the three channels of the L*a*b* color space.
L*m, a*m and b*m indicates the mean of the three-color channels respectively.
Figure 2 shows the output of the spatial saliency map in which the foreground is separated from the background.

Fig 2. Spatial saliency map generation

2.3.2 Temporal saliency map generation
Humans tend to get more visual attention when there is movement in the video. In order to model the motion of objects in a
video, temporal saliency is calculated. A temporal saliency map is used to highlight those areas that are subjected to motion.
The calculation of the temporal saliencymap starts by finding the temporal gradient between the neighboring frames. Consider
two frames, Fr(t) and Fr(t −1) at time t and t −1, respectively. The temporal gradient T G(t) at time t is calculated using the
formula given below.

T G(t) = |Fr (t −1)−Fr(t)| (3)

Thus, a temporal gradient is found for each frame between its neighboring frames. After finding the temporal gradient, the
temporal saliency value at each pixel u of frame Fr(t) is found by taking the sum of the absolute difference between the pixel
u and its 7x7 neighboring pixels of the temporal gradient. The temporal saliency value at pixel u in frame Fr(t) is found by the
following equation:

T Su = ∑N(u)
v=1 |T Gu (t)−T Gv(t)| (4)

Where N(u) is the number of neighbor pixel of the pixel u and v indicates its neighbor pixels.
Figure 3 shows Frame t-1, Frame t and the output of temporal saliency map. The highlighted pixels are due to the camera

movement.
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Fig 3. Temporal saliency map generation

2.4 Features obtained using proposed Histogram based weighted Fusion (HWF) algorithm

The generation of spatial as well as temporal saliency maps helps to model human visual attention in creating the summary of
the video. From these two saliency maps, attention scores are calculated as follows. The spatial saliency map for each frame is
normalized by dividing each pixel value by the maximum value of that frame.The average of non-zero values in the normalized
spatial saliency map is the spatial attention score (SA). Similarly, temporal saliency maps are also normalized in the ranges 0
and 1. Temporal attention scores (TA) are calculated by finding the average of the normalized temporal saliency map.

These attention scores are then fused using the proposed Histogram based weighted Fusion (HWF) algorithm.The first step
is to find the histogram of each of the L*a*b* color space versions of the input frames. The histogram with 16 bins is generated
for each of the color channels L, A, and B, respectively, and is concatenated to form a 48-bin histogram for each frame. The
algorithm works by finding the histogram intersection D between the successive frames. Histogram intersection is one of the
methods of finding the similarity between the histograms. This helps in calculating the amount of intersection between the
histograms under study. By finding the histogram intersection between the frames, the frame similarity can be easily measured.
The major reason for using histogram-based similarity is that it is computationally fast and efficient. Even a 2-minute video
with 30 frames per second consists of 3600 frames. Extracting feature from all these frames exhibits computational overhead.
Thus, an efficient histogram-based frame similarity is employed. Figure 4 depicts the histogram intersection for each frame of
the “Jumps” video from the SumMe dataset.

Fig 4. Histogram intersection of video ’Jumps’ from SumMe dataset

The value of D ranges from 0, indicating no overlap, to 1, indicating almost the same frames. Using the value of D helps give
weight to a particular frame. The proposed algorithm, HWF, works effectively using the following feature fusion equation.

FA( ft ) = ed( ft ) ∗SA( ft )+ ed( ft ) ∗TA( ft ) (5)

Where,
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FA( ft ) is the final attention score of frame f at time t,
SA( ft) is the spatial attention score of frame f at time t,
TA( ft) is the temporal attention score of frame f at time t and
d( ft) is the histogram intersection between the frames f and f ’ at time t and t-1 respectively.
The exponential function ex is used as a weight for both the attention scores. The histogram intersection between the

following frames determines these weights.The property of the exponential function is fully exploited in finding the key frames.
If the frames are similar, the value of D is small, and hence the weight given is small, while in the case of dissimilar frames, the
weight is large. This helps in finding the best summary of the video. The features obtained using the proposed HWF algorithm
are then plotted as attention curves, as shown in Figure 5.

Fig 5. Attention curves for the video ’Jumps’ from SumMe dataset

2.5 Adaptive threshold based keyframe selection

From the attention curve that is generated, the keyframes are selected based on a threshold value. The threshold value varies
from 0.5 to 0.9 at an increment of 0.05, and the threshold that gives the maximum F-score value is selected. Frames whose final
attention score is greater than the threshold is selected as keyframes. Figure 6 depicts the selection of key frames through an
adaptive threshold-based technique.

Fig 6. Adaptive Threshold selection for the video ’Jumps’ from SumMe dataset
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Algorithm 1: Video summarization using proposed HWF algorithm
Input: Video
Output: Summarized video
Step 1: Covert the video V into Frames Fr.
Step 2: Select every third frame for further processing.
Step 3: Resize the frames to 256 x 256.
Step 4: Convert RGB color space to L*a*b* color space.
Step 5: Generate Spatial attention map using the following steps:
Step 5.1: Apply Contrast Sensitivity filter using the following equation
S (r) = re−0.25r.
Step 5.2: Find the mean of the image L*m, a*mand b*m for all three channels of L*a*b* color space respectively.
Step 5.3: Find the Euclidian distance between the filtered image and the mean of the filtered image as follows to obtain the

spatial saliency map (SS)

SS (p) =
√
(L(p)−Lm)

2 +(A(p)−Am)
2 +(B(p)−Bm)

2.

Step 6: Generate Temporal attention map using the following steps:
Step 6.1: Find the absolute difference between the frames in L*a*b* colour space.
Step 6.2: These frame differences of each colour component are added together to obtain a single channel.
Step 6.3: The temporal saliency TS at pixel ‘p’ is found by summing the absolute difference between the center pixel ‘p’ and

its 7 x 7 neighborhood pixel
T S (p) = ∑Nb

i=1 |p− i| .
Step 7: Calculate the Spatial attention score SA for each frame which is the average of the Spatial saliency map SS for each

frame.
Step 8: Calculate the Temporal attention score TA for each frame which is the average of the Spatial saliency map TS for each

frame.
Step 9: Find the histogram for each frame in L*a*b* color space with 16 bins for each channel respectively.
Step 10: Calculate the histogram intersection D between the consecutive frames using the following equation
D(h1,h2) = ∑N

i=1 min(h1 (i) ,h2 (i)) .
Step 11: Final attention score FA for each frame ft is calculated using the following proposed equation
FA ( ft ) = ed( ft ) ∗SA ( ft )+ ed( ft ) ∗TA ( ft ) .
Step 12: Find threshold th using threshold-based adaptive keyframe selection.
Step 13: Select those keyframes having FA greater than th which gives the final summary of the input video.

3 Results and discussion

3.1 Performance Measures

The proposed video summarization framework is evaluated based on the quantitative measure of Precision, Recall and F-score.
Precision and recall indicate the quality of the summarization.

Precision (P) =
|SU ∩ SA|

|SU |
(6)

Recall (R) =
|SU ∩ SA|

|SA|
(7)

Where,
SU (User Summary) indicates the summary generated by user.
SA (Automated Summary) indicates the summary generated by the proposed work.
F-score is measured as pairwise f-score proposed by (1) which considers the consistency of the generated summary with that

of each summary produced by the human. For the automated summary, the average pairwise f-score is calculated using the
following equation:

−
F =

1
N −1

N

∑
i=1

2
PiRi

Pi +Ri
(8)
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Where,
N is the total number of user summary for a particular video.
Pi is the precision of automated summary using user summary i.
Ri is the recall of automated summary using user summary i.

Table 1. Experimental results of the Proposed HWF algorithm for SumMe and TVSum dataset
Dataset
name

Video name Precision Recall F-score Length of orig-
inal video (sec-
onds)

Length of Sum-
marized video
(seconds)

SumMe

Air_Force_One 52.01 55.7 53.79 179 36
Base jumping 43.1 55.2 48.41 158 63
Bearpark_climbing 51.21 55.2 53.13 133 46
Bike Polo 44.8 45.9 45.34 103 21
Bus_in_Rock_Tunnel 52.48 65.4 58.23 171 33

TVSum

Video_1 66.2 84.6 74.27 148 105
Video_2 66.9 71.1 68.93 141 48
Video_3 58.21 82.9 68.39 194 110
Video_4 65.21 96.8 77.92 167 117
Video_5 65.2 66.9 66.03 191 76

Table 1 shows the quantitative measures of Precision, Recall and F-score for the SumMe and TVSum dataset. It also shows
the total video length and the summarized length for the videos taken.

3.2 Comparative analysis

Tables 2 and 3 shows the comparative analysis for SumMe and TVSum dataset respectively. For comparison, average F-score of
the entire dataset is taken.

Table 2. Comparative analysis of the Proposed HWF algorithm for SumMe dataset
Dataset Approach Avg F-score

SumMe

RBVS (19) 45.06
MST_C (20) 38.30
SUMGAN (21) 41.70
MBVS (22) 30.58
SB2S3 (23) 42.80
Proposed HWF 47.82

Table 3. Comparative analysis of the Proposed HWF algorithm for TVSum dataset
Dataset Approach Avg F-score

TVSum

RBVS (19) 56.13
MST_C (20) 54.60
SUMGAN (21) 56.00
MBVS (22) 33.41
SB2S3 (23) 57.80
Proposed HWF 58.50

From the above tables, it is inferred that the proposed video summarization technique performs efficiently when compared
to other methods. The main reason for the efficient performance is that the proposed video summarization framework depicts
human behavior in choosing the salient frames from the video and fusing the salient features using histogram intersection.
Here, histogram intersection acts as a frame similarity measure, which is eventually used in finding the key shots. The use of
saliency maps as regions of interest and exponential functions as weights plays a vital role in the efficient performance of the
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proposed HWF algorithm, because the weight of each frame gets altered according to the similarity of the frames. Thus, the
proposed video summarization technique performs better than the existing works.

4 Conclusion
Video summarization helps find the most important and informative content in a video. It abstracts the entire content of the
video into short duration, covering the salient frames of the video. A video summary is useful for people who wish to watch
only a glimpse of the video. In this work, a visual attention-based framework is used that tries to mimic how a human brain
captures the vital content from the video. A histogram based weighted fusion algorithm and adaptive threshold based keyframe
selection are proposed,which effectively summarize the video content.Moreover, the use of a saliencymap removes unnecessary
backgroundswhile processing the video, which is considered amajor strength of the proposedHWFalgorithm.This contributes
to the significant improvement in the summarization results when compared to existing works. Experimental results show that
the proposed video summarization architecture outperforms the other state-of-the-arts method with an average F-score of
47.82% for the SumMe dataset and 58.5% for the TVSum dataset. The drawback of the proposed algorithm is that it shows a
slightly lower performance for the unedited videos from the SumMe dataset when compared to structured videos like sports
and news videos. In future work, the summarization results can be further improved using shot boundary detection as a
preprocessing step, particularly in unstructured videos. As the SumMe dataset contains the most unedited and raw videos,
it can be inferred that there is still room for improvement. The major concern with unstructured videos is that they are shaky
and don’t have solid boundaries between the shots. Thus, the identification of unclear boundaries helps in obtaining better
results for unstructured videos.
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