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Abstract

Objective: The importance of this research article is to evaluate efficient model
for diagnosing pandemic COVID-19 positive cases in Telangana State, India.
Method: Neural Network models (Extreme Learning Machine and Multi-Layer
Perception), Deep Learning Neural Network model (Long Short Term Memory-
LSTM) and traditional Auto Regressive Integrated Moving Average (ARIMA)
models were applied and the data was converted from non-linear to linear
(stationarity) for forecasting Covid-19 positive cases. The study of the data
covered from 15¢ Dec 2020 to 30t May 2021. 80% of train data was taken to fit
the models and then 20% of the test data was used to predict the values. The
deviation between original test data and predicted data led to an error. Among
these error values, the model which had minimum errors was considered as
the best of the four models. Findings: LSTM model was proved to be the most
efficient model, as a result of the least Root mean square error (RMSE = 71.12)
compared to ARIMA (258.20), ELM (553.67) and MLP (641.86) values. Novelty:
These forecasting methods succour to predict the Covid-19 positive cases in
the forthcoming days. This has been suggested for taking the better preventive
steps to control the Covid-19 positive cases.

Keywords: COVID19; ARIMA; LSTM; MLP; ELM Forecasting

1 Introduction

According to World Health Organization, Corona virus disease known as Covid-19
it was declared a pandemic and it spread out whole World. COVID-19 disease was
detected by Deep learning techniques while analyzing the images. The Neural Network
(NN) approach predicted the mortality risk in patients with COVID-19!), It started in
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2019 and was named as SARS CoV-2 (Severe Acute Respiratory Syndrome Corona virus-2). Initially it started spreading in
Hubei, one of the provinces of China which claimed numerous human lives. It discusses machine learning methods to help
medical decision-making by predicting the mortality risk in patients with COVID-19 %3,

The accurate model was found by the Deep Neural Networks with X-Ray images to detect the COVID-19 positive case.
The Gaussian Process Regression (GPR) was another method used to find the accurate forecasting COVID-19 positive cases
spread. The GPR based model helped towards, the results. It was revealed that significant change was obtained and showed the
predictions between 95% Confidence Interval®. The investigation of a novel hybrid model that borrowed a high structured
Auto-regressive and LSTM models which succor for the prediction of COVID-19 positive cases*).

The ARIMA forecast method helped to predict the Covid-19 positive cases; the results were clear and at the range of 95%
Confidence interval. In order to make the further plan, the need of hospitals and pharmaceutical facilities to be improved ©. The
article describes ARIMA, Seasonal Auto Regressive Integrated Moving Average (SARIMA) and Prophet Models were examined
to find the best fit models. The data was taken from the World Health Organization which published Covid-19 positive cases
between the period (May 1%, 2020 and Nov. 30", 2021). The comparison of the model performance was evaluated by using
the following errors: RMSE, Moving Average Error (MAE) and Moving Average Percentage Error (MAPE) 7). The impact of
COVID-19 had a significant effect on economic and social activities throughout the World. Covid-19 affected the existing
inadequate medical facilities. The traditional ARIMA model, Deep learning models, Neural Network models and LSTM models
were utilized to predict the Covid-19 positive cases. The hybrid models were utilized for forecasting the data of COVID-19
positive cases. The accuracy of these models was assessed by the three above error values. This paper reveals that ARIMA (7,
1, 0) is the optimum model. The performance of the models was appraised by employing errors "8, The lower values have
been found from fitted multiple linear regression (MLR) Prophet and ARIMA models. The result has shown by comparing the
models, that ARIMA was the best forecasting performance among the models *-!?). Regression models and Machine learning
were useful for the prediction of COVID-19 positive cases. Aim of research paper is to identify significant predictors for daily
active cases (11717,

In this study covered severity of COVID-19 positive cases and presented by improving the mathematical modeling with the
Cloud computing and Machine learning. It was globally recognized as a threat; several studies have been conducted. Different
kinds of models were protected. The mathematical models were subject to potential bias. The study states and suggested ARIMA
model was the best approach to predict it 18-2%), The research paper examined an analysis of regular statistics of people who
were affected by the COVID-19 pandemic disease. The linear and multiple linear regression models were built for the positive
cases of COVID-19 about the State Odisha as well as India. The prediction of the best model performance was decided by
Coefficient of determination (R?) value®). Covid-19 disease was detected by computer tomography images. In this research
they developed hybrid Neural Networks, Artificial (NN) and Deep Neural Network models were utilized to predict the COVID-
19 positive cases. Deep Neural Networks were seen to be efficient models; this paper also provided predictive models. Evaluation
for prediction of death status based on food categories were analyzed by linear regression ?2-2%).

2 Methodology
2.1 ARIMA model

Model identifications: This includes the AR and MA components ware identifying the most suitable lags values, and AR (p)
model equation?, =Y+l o4+, + &

MA (q). The model equation is:AI;, =e+0ie_1+---+ 664

To determine whether the variable essentials stationary, the 1% differentiation made the best model. By using Auto
Correlation function (ACF) and the Partial Auto Correlation function (PACF). The estimations have been done for usually,
it consists of the least squares estimation method. Diagnostic checking out: This has generally used to test for autocorrelation if
those components fail, then the way to return the choice of the identity and it starts once more generally through the addition
of more variables. Forecasting: For forecasting lagged variables are used in ARIMA model such as ADF test.

The ARIMA model is follows:

Yi=oY 1+ o4+ @Y p+&+01e 1+ 6 2 +e g+c

2.2 Multi-Layer-Perception (MLP)

The MLP model belongs to a type of ANN known as a feed forward neural network. A feed forward neural network is a form of
Neural network that may approximate continuous and integrable functions. MLP’s network architecture is composed of layers
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of neurons. All of the input nodes are in one layer in the MLP model, while the hidden layer has been divided into one or more
hidden layers ?®?7), [Figure 1]
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Fig 1. (Multi-Layer Perception model): Artificial neural network general architecture

2.3 Extreme Learning Machines (ELM):

ELM Model has a novel machine learning neural network algorithm used to model and forecast a time series were the Extreme-
learning-machines (ELM) algorithm it was proposed by Huang. This algorithm well suited for Single hidden layer feed-forward
Neural network (SLEN), which is identical to the feed-forward Neural networks. The most important feature of ELMs was the
input weights and the hidden layer bias could be attributed randomly. Therefore, the architecture of the network resembles the
resolution of a linear system. The unknown weights connect the hidden layer with the output layer. [Figure 2]

Inpui Losyer Huddoen L oyer Cluiput Loy

Fig 2. Artificial Neural Network (Extreme Learning Perception model) general architecture

2.4 Long Short-term Neural Network (LSTM)

LSTM is an advance form of Recurrent neural networks (RNN), this model solves gradient vanishing problem by using long
short term neural networks. These models long term dependencies and calculate optimum time lag of Time series by giving
memory unit ability to decide, forget or remember some of the information. This complex position in RNN allow LSTM network
ability to recall past data, this makes creation of connections easy between past and current data points and permitting network
discover patterns over time (28, [Figure 3]

3 Results and discussion

The data collected from Telangana State, official website (https://covidl9..telangana.gov.in) daily from 1% Dec.2020 to
31% May2021. The following statistical parameters computed, and it has been displayed in the [Table 1], [Figure 4 (a)].

The above graph describes trend of the number of positive cases versus the number of days from31%* Dec 2020. The increasing
rate of the no. of positive cases was constant and low, later it increased rapidly and then decreased.

Input files: [Table 2 ]. Total data divided into 80% for train data and 20% for test data were utilized. Plots have been drawn
for the Covid-19 Positive Cases by applying Auto Correlation Function and Partial Auto Correlation Function. It has shown in
the following figures [Figure 4 (b), (c)].

To test the Stationarity, ADF test is used to train data set. The following results were given:
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Fig 3. The General Architecture Long Short-term Neural Network

Table 1. Description of data for Covid-19 positive cases of Telangana state

Date Positive cases Recovered Deaths
Minimum 1/12/20 99 157 0
I" Quarter 15/1/21 196 197 2
Median 1/3/21 463 397 3
Mean 1/3/21 1688 1539 10
SrdQuarter 15/4/21 3043 1198 9
Maximum 30/15/21 10122 9122 59

Table 2. Train and Test data for covid-19 positive cases

Set Percentage  Observations
Training set  80% 145
validation 20% 36

total 100% 181

| Gerlex covidiPOITIVE

Aarien coviddPORITIVR

Fig 4. (a).
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Hypothesis: Non stationary, after applying the Augmented Dickey Fuller test, it has observed that Augmented Dickey Fuller
Test (ADF) Dickey Fuller = -1.877, Lag order value = 5, Value (p) = 0.627.

Alternative hypothesis: Stationarity, ADF test of the first difference has become Stationarity and the following results were
given, ADF Value = -4.813, lag order = 5 and value (p) = 0.01 were accepted. Therefore, the data has converted to Stationarity.

By using R-Code, the auto ARIMA was fitted with the differences of Covid-19 Positive cases, Telangana State. Iterative
procedure, the suitable model was found to be ARIMA (4, 1,2). [Table 3 ]

Table 3. ARIMA coefficients and SE Table

AR1 AR2 AR3 AR4 MA1 MA2
Coefficients  -0.24865 -0.7024 -0.1060 0.1096 -0.2008 0.9742
SE 0.0770 0.0794 0.0806 0.0815  0.0232 0.0357

SE — Standard Error

The results were represented as the Estimated value of 2% =169159: log likelihood value = -1337.91,
AIC =2689.82, AICc = 2690.47, IC = 2733.20 and BIC = 2712.17.
3.1 MLP model fitting

There are five hidden nodes and 20 repetitions were used in the MLP fit. Differences-based series model: D1.
The Univarate lags: The median operator used to combine (1, 3, 4) has been predicted. The Root Mean Square Error
=15156.85. [Figure 5(a), (b)]

Forecasts from MLP

60000

.
¢
\
|
¥
/
\
0 20000

= Ouiput

Fig 5. (a).Multi-Layer Perception Model for Covid-19 positive cases, (b). Multi-Layer Process forecasting values

3.2 ELM model fitting

There were 100 hidden nodes and 20 repetitions used in the ELM fit. Differences-based series model D1. The univariate lags: the
median operator output weight estimation was used to combine (1, 3, 4) predicted. The Root Mean Square Error = 104281.16.
[Figure 6].

3.3 LSTM model fitting

For the evaluation of model 80% of the data has taken trained and 20% was tested data. Data is normalized using MinMaxScaler
in Python, the best hyper parameter tuning of LSTM, determined by manual search is “Batch size = 32, dropout = 0.2, 20 epochs
and 50 units” In LSTM model total 10451 parameters trained when model fitted for the Telangana State, India. 10400 parameter
were trained in hidden layers, 51 parameters were trained in output layer. Effectiveness of loss is measured using mean square
error of ADAM optimizer. LSTM model for prediction of Covid-19 Positive cases is obtained in [Figure 7].

3.4 Computation of Errors

Z?:l ‘Xi - Xi/\ ‘
N

MAE = (1
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Fig 7. LSTM forecasting values
Where X;'= Observed values; X; = Expected values
l o1 2
_ _¢A
RMSE = \/ 5 Lt (Si = Si) )
1 T S it — S A
MAPE = _Y" i =il 100 3)

N&=Esy,

Where S;; indicate actual value. T and S are total number of days and modeled values.
Error comparison table for ARIMA, MLP, ELM and LSTM error values represented in [Table 4].

Table 4. Error comparison table for ARIMA, MLP, ELM and LSTM models
Model RMSE MAE MAPE
ARIMA  258.2 125.9 17.28
MLP 641.86 277.10 24.87
ELP 553.67 259.47 26.73
LSTM 71.12 34.67 4.57

Result-I: By comparing Root mean square error of ELM and MLP; (553.67 < 641.86) Extreme learning machine is efficient
model.

https://www.indjst.org/ 1164
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Result-II: By comparing Root mean square error of ARIMA, ELM and MLP; (258.2 < 553.67 < 641.86) ARIMA is efficient
model.

Result-III: By comparing Root mean square error of LSTM, ELM and LSTM; (71.2< 553.67 < 641.86) Long short term
memory is efficient model.

Result-IV: By comparing Root mean square error of LSTM, ARIMA, MLP and ELM; (71.12 < 258.2< 553.67 < 641.86) Long
Short term memory is the best model. Conclude that LSTM has been found to be the best model.

4 Conclusion

Among the four, the best procedure has been revealed LSTM model, this method is the latest and advance Recurrent neural
network. It is a Deep learning neural network model; the method is best because the complex position in RNN allows LSTM,
its ability to recollect the past data. The above four methods observed RMSE value of LSTM has been shown the minimum
error (71.12) which is in the result-IV represented. The application of time series traditional ARIMA model is also the good
performance shown in Result-II as compared to the Artificial Neural Network (ANN) models. The Extreme Learning Machine
(ELM) and Multi-Layer-Perception (MLP) were recently implemented for the Neural Network models. By comparing their
error values of MAE, MAPE and RMSE, minimum error considered to be the best performance model. The architecture of the
Neural Networks consists of an Input Layer, a hidden layer and output layer were taking number of neurons, during learning
the time and cost was too high of MLP and ELM as compared to ARIMA models.
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