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Abstract
Background: Diarrheal disease is a major source of mortality as well as
morbidity in children under five in underdeveloped nations. Traditional
diagnostic methods for diarrheal disease are time-consuming and often lack
accuracy which leads to delays in treatment and the potential for misdiagnosis.
Objectives: The objective of this review paper is to provide a comprehensive
analysis of the existing body of research on the detection and diagnosis
of diarrheal disease using artificial intelligence based techniques such as
machine learning and deep learning. Method: A review has been conducted
where the papers from the year 2015-2023 have been screened using PRISMA
criteria. Findings: This review underlines how machine and deep learning
can diagnose diarrheal disorders and work on their limitations that still
persist. It synthesizes information from peer-reviewed papers and research
studies to show how these techniques can improve diagnosis, which is
essential for treating and preventing diarrheal diseases. While reviewing the
existing techniques, it has been found that Random Forest achieved 97.48%
accuracy, Logistic Regression and Support Vector Machine obtained 100%
recall, while Naïve Bayes produced the maximum precision of 96.55% with
a reduced error rate of 2.52%.The review paper also stresses the necessity
of standardizing feature representation, model architecture, and assessment
criteria to optimize diarrheal illness detection models. Novelty: While most
of the researchers had used only machine learning techniques, this review
emphasizes the importance of using deep learning techniques as well as hyper
parameter optimizers for generating the optimal results. Apart from this, the
novelty of study lies in its hybridization of advanced Convolutional Neural
Networks (CNNs) and their diverse combinations to represent a significant
advancement in the detection and diagnosis of diarrheal diseases.
Keywords: Healthcare; Diarrheal disease; Pathogens; Artificial intelligence;
Machine Learning; Transfer Learning; Deep Learning
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1 Introduction
Diarrheal disease ranks as the second most common cause of mortality among children aged five and below that results
in the death of approximately 525,000 children annually. Globally, there are 780 million people who do not have access to
better quality drinking water, and 2.5 billion people who do not have access to improved sanitation facilities (1). Diarrhoea
can persist for multiple days, depleting the body of vital water and minerals essential for survival. Previously, the primary
factors contributing to fatalities from diarrhoea were severe dehydration and excessive fluid loss. Currently, it is probable that
septic bacterial infections are becoming a more significant factor in the overall number of deaths related to diarrhoea (2).
The individuals who are most susceptible to life-threatening diarrhoea are children who suffer from malnutrition or have
compromised immune systems, as well as individuals who are HIV-positive. Diarrhoea commonly arises as a manifestation of
an illness in the gastrointestinal tract, resulting from a range of bacterial, viral, and parasite microorganisms. The transmission
of infection occurs by contaminated food or drinking-water, or through person-to-person contact due to inadequate hygiene
practices (3). Diarrhoea is characterized by the occurrence of three or more loose or watery stools per day, or a higher frequency
of bowelmovements thanwhat is considered typical for the person.The regular passage ofwell-formed stools does not constitute
diarrhoea, nor does the passage of loose, ”pasty” stools in breastfed infants. Figure 1 presents the types of diarrhoea (4).

Fig 1. Types of diarrhoea

The conventional methods for identifying and managing diarrhoea encompass a blend of clinical evaluation, stool
analysis, polymerase chain reaction testing, rehydration, dietary adjustments, antibiotics and anti-parasitic drugs, alleviation of
symptoms, and ongoing monitoring and follow-up (5). Conventional methods for identifying and managing diarrhoea include
constraints, such as the laborious process ofmicrobiological analysis, possible delays in obtaining outcomes, and the dependence
on subjective clinical evaluations. Furthermore, these methods may not consistently identify the exact causal factor, resulting
in the use of broad-spectrum medications or delays in giving specific therapies (6).

Artificial Intelligence (AI) techniques play a crucial role in overcoming these limitations by expediting the diagnostic process
and enhancing accuracy. Machine learning algorithms can analyze vast datasets of clinical information, laboratory results, and
medical literature for the identification of patterns and correlations that may not be immediately apparent to human observers.
AI can facilitate rapid analysis of diagnostic tests, providing quicker and more accurate identification of pathogens responsible
for diarrhoea (7). Moreover, AI-driven decision support systems can assist healthcare professionals in devising personalized
treatment plans based on the specific characteristics of the infection, optimizing therapeutic interventions and potentially
reducing the duration and severity of diarrhoea episodes (8). An artificial intelligence system can accurately identify cases of
diarrhoea with a precision of up to 98% by analyzing the auditory signals produced by toilets. Maia Gatlin and her Georgia
Tech colleagues collected 350 toilet sounds from YouTube as well as Soundsnap. These recordings included ordinary faeces,
diarrhoea, urine, and farts. Then, they used 70% of the recordings to train an AI system to distinguish the four faeces groups by
sound. They tested the AI’s performance with the remaining 20% of the recordings after establishing its consistency with 10%
of the data (9). A group of scientists from Duke University used machine learning algorithms to discover complex patterns in
the bacterial communities that live in the human gut. These patterns are so intricate that they cannot be detected by humans
alone. These patterns may serve as indicators of which individuals, out of the roughly one billion people worldwide who are at
risk of contracting cholera, will actually become ill with this diarrheal disease (10).
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Hence based on such inventions and ideas, the aim of the article is to perform and sum up the work of the researchers who
have given their contribution for the detection and diagnosis of diarrheal diseases usingmachine and deep learning techniques.

1.1 Research contribution

The main contribution of the study is mentioned as following:

1. Extensive background information on diarrheal diseases which include their epidemiology, traditional treatment
techniques, limitations, and how AI can address these limitations has been provided.

2. A systematic review of relevant research papers has been conducted using the PRISMA criteria, and several research
questions have been formulated. Apart from this, the proposed methodology has been also presented that involves
hybridized deep learning techniques for detecting and classifying diarrheal disease.

3. A comprehensive survey as well as analysis of researchers’ contributions to the use of machine and deep learning
techniques for detecting and classifying diarrheal pathogens has been done which also include the challenges they face.

1.2 Research questions

In addition, the study also covered few research questions that are discussed in Section 4:
RQ 1: How can deep learning algorithms be applied as well as optimized for the accurate and rapid detection of diarrheal

pathogens, considering the diverse nature of microbial species responsible for diarrhoea?
RQ 2: What is the cost-effectiveness of implementing AI-based diarrheal disease detection systems in healthcare settings?
RQ 3:What are theways inwhich collaboratingwith public health institutionsmight improve the incorporation of AI-driven

technologies into surveillance and monitoring systems for diarrheal diseases?

1.3 Organization of the manuscript

After a thorough introduction of the diarrheal disease, it’s traditional as well as AI based techniques to diagnose in Section1,
Section2 presents the methodology used to conduct this study which mainly includes the PRISMA part of the article. Section
3informs us regarding the work done by the researchers in the same realm, followed by Section 4 and Section 5 where the article
is discussed and concluded respectively.

2 Methodology
This review has adhered to the PRISMA (Preferred reporting items for systematic Reviews and Meta-Analyses) standards, as
shown in Figure 2, tominimize the bias process and provide a transparent as well as systematic approach to conducting reviews.

A comprehensive search was conducted manually between 2015 and 2023 in five distinct publication databases, namely
Google Scholar (https://scholar.google.co.in), ScienceDirect (https://www.sciencedirect.com), PubMed (http://www.ncbi.
nlm.nih.gov/pubmed), Springer (https://www.springer.com/in ), and Scopus (https://www.scopus.com) with the aim of
identifying the relevant papers in order to ensure the thoroughness of the review. The publication has been queried using the
keywords ”diarrheal diseases”, ”E.coli”, ”cholera”, ”dehydration”, ”irritable bowel syndrome”, ”machine learning”, ”salmonellosis”,
”Cryptosporidium”, ”artificial Intelligence”, and ”deep learning”, as well as numerous keyword combinations.

The method of selecting research articles is determined by a set of inclusion and exclusion criteria, which involves four
distinct phases: identification, when documents are identified by visiting multiple repositories, Screening is the process of
transparently selecting papers by examining the decisions made at various phases of the systematic review. Eligibility refers
to the process of evaluating all full-length articles, while included refers to the total number of papers accepted for the article.
PRISMA improves the quality of reporting for systematic reviews, meta-analyses, and peer-reviewed publications are referred
to understand current research on machine and deep learning techniques for detecting diarrheal diseases.

2.1 Overview

Mbunge et al. (2022) (11) did an experiment to predict diarrhoea among the children of Zimbabwe by using various machine
learning classifiers such as decision tree, logistic regression, and support vector machine. Apart from this, they also highlighted
the importance of understanding various risk factors such as socioeconomic, climatic, as well as demographic factors to address
the diarrhoea among the survey which they did.The authors also stated thatmachine learning could help policymakers to create
effective and adaptable preventive treatments, control programs, and approaches to combat diarrhoea in children under five.
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Fig 2. PRISMA criteria

Abdullahi et al. (2022) (12) used machine learning techniques to investigate the impact of climate change on diarrhoea which
outbreaks in nine South African provinces as well as integrated climate data for the prediction of daily diarrhoea cases. To
generate synthetic data for augmentation and optimize the parameters of machine learning classifiers, Generative Adversarial
Networks and Relevance Estimation and Value Calibration (REVAC) techniques had been used respectively. Results indicated
the deep learning methods surpassing SVM along with the excellent performance of CNN with real-world data, while LSTM
outperformswith synthetic data augmentation. Besides this,ML accuracy improved by at least 30%with data augmentation and
on the contrary, REVAC enhanced CNN accuracy by approximately 2.5% in each province. Zahirzda et al. (2021) (13) focused
on the prediction of diarrhoea in children under five in Afghanistan. To conduct this experiment, they used three machine
learning techniques such as Random Forest, Naïve Bayes, as well as Support Vector Machine (SVM). Initially, they cleaned
the data using data preprocessing and later used Information Gain and Correlation-based Feature Selection algorithms for
selecting features. They mentioned that their work extended to health departments would improve prevention decisions as
well as aid policymaking in Afghanistan to provide a valuable tool for detecting childhood diarrhoea effectively. Yonanda et al.
(2023) (14) addressed the detection of pathogenic Escherichia coli causing diarrhoea in Indonesia, emphasizing the limitations
of conventional diagnostic methods and proposing an automated approach using the Faster R-CNN deep learning method.
The study employed Faster R-CNN with Inception v2 and ResNet-50 architectures, integrating augmentation and Image
Enhancement into the Tryptic Soy Agar image dataset. Results highlighted the significant impact of Image Enhancement on
model performance and offered a more efficient and accurate alternative to traditional diagnostic methods by holding potential
for improving Escherichia coli detection and treatment in diarrheal diseases in Indonesia. Momand et al. (2023) (15) addressed
child dehydration in Afghanistan and introduced machine learning techniques such as Multilayer Perceptron, Random Forest,
J48, Support Vector Machine, along with the Logistic Regression to diagnose it. The study was conducted on Afghanistan
Demographic and Health Survey (ADHS) dataset, where Random Forest emerged as the most effective classifier by achieving
precision of 91%, accuracy of 91.46%, and AUC of 94%. Their proposed model held promise for healthcare professionals by
offering a tool for prompt and accurate identification of dehydration in young children as well as it also highlighted the potential
of machine learning in enhancing early diagnosis of dehydration in Afghan children under five. Do et al. (2023) (16) used
standard and sophisticated machine learning approaches like SARIMA, CNN, LSTM, SVM, Xgboost, Catboost, BlockRNN,
LightGBM,N-HiST, TFT, TCN, aswell as Transformer to forecast diarrhea outbreaks.The study evaluatedmodel performance in
55 provinces with various climates, topography, and socio-economic aspects to help researchers design early-warning systems.
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The article also presented Dynamic Weighted Ensemble (DWE), a two-layer ensemble model that dynamically combined meta
models for diarrhea prediction.

Wang et al. (2015) (17) presented a three-layered feed-forward backpropagation Artificial Neural Network (ANN) model
using the Levenberg–Marquardt algorithm for the prediction of weekly infectious diarrhoea cases based on meteorological
factors. The chosen meteorological variables exhibited a strong correlation with infectious diarrhoea. Their study compared the
ANN model with Random Forests Regression (RFR), Support Vector Regression (SVR), and Multivariate Linear Regression
(MLR) using the same dataset and employed 5-fold cross-validation to prevent overfitting. The research indicated that the
BPNN model was an effective quantitative instrument to evaluate and predict infectious diarrhea based on meteorological
conditions, highlighting its use and accuracy. Tabata et al. (2023) (18) explored the potential of an AI technique to detect subtle
endoscopic changes associated with Irritable Bowel Syndrome (IBS). The researchers used Google Cloud Platform AutoML
Vision where the AI image models exhibited a high AUC of 0.95 in discriminating between healthy and IBS individuals, with
30.8% sensitivity and 97.6% specificity for detecting IBS. The overall AUC for discriminating between different IBS subtypes
and healthy subjects was 0.83. Chusyairi et al. (2021) (19) mentioned about the infant deaths caused by diarrhoea and to identify
health care centers with varying levels of diarrhoea cases, their study employed the Fuzzy C-Means algorithmwhich categorized
into three groups based on the severity of diarrhoea sufferers. Their findings revealed that two health care sectors had the
lowest, 14 had moderate, and the remaining exhibited a high number of diarrhoea cases. Their research suggested that these
results could guide health departments in managing diarrheal diseases, potentially reducing infant mortality rates in regions
with high occurrences of diarrhoea. The Fuzzy C-Means algorithm proved effective in stratifying health care centres based
on the prevalence of diarrhoea cases, providing valuable insights for targeted healthcare interventions. Wahyudi and Andriani
(2021) (20) developed a classification system for diarrhoea outbreaks data to uncover patterns and create classification rules
for detecting the Case Fatality Rate (CFR) of diarrhoea. The study employed the C4.5 algorithm, known for its decision
tree approach, and the Naïve Bayes algorithm, used a probabilistic approach in classification. They followed the Knowledge
Discovery in Databases stages. After obtaining classification rules, evaluation was conducted using Confusion Matrix and
Receiver Operating Characteristic Curve on both training and testing data. Results indicated that the C4.5 algorithm achieved
higher accuracy compared to Naïve Bayes. Fang et al. (2020) (21) used meteorological factors to create an ideal Random Forest
(RF) model for predicting infectious diarrhoea in Jiangsu Province, China. Classic Autoregressive Integrated Moving Average
(ARIMA)/X models were compared to the RF model, which included precipitation, atmospheric pressure, relative humidity,
lagged components, 1–4 week lag morbidity, and a time Model construction using 2012–2016 morbidity and meteorological
data, with testing using 2017 data. The RF model outperformed ARIMA/X models with a 20% MAPE. Afaq and Manocha
(2022) (22) used dew computing-assisted smart monitoring to forecast diarrhoea severity by assessing the association between
health, indoor climatic conditions, and food components. Smart sensors collect data, which can be classified using PW-NB at
the cyber layer to identify abnormal health events. Through health, food, and environmental association analysis, a Multi-scale
Gated Recurrent Unit (M-GRU) was proposed to measure severity. M-GRU outperformed LSTM,KNN, SVM, RNN, and DT
in precision.

Ogwel et al. (2023) (23) covered the period of 1990–2021 and used PubMed by focusing on predictive modeling of diarrhoea
in children. Among 2671 initially retrieved articles, 38were included, with disease forecasts (36.8%), vaccine-related predictions
(23.7%), and disease/pathogen detection (13.2%) being common research topics. The majority of studies (73.7%) were
published between 2011 and 2020, employing machine learning techniques (31.6%) with various algorithms. Zaeni et al.
(2021) (24) characterized toddler diarrhoea diseases and gave parents basic treatment options. Bivariate Pearson correlation
testing identified eight significant attributes from 166 cases and 21 attributes from the Mojopanggung public health centre.
Faeces frequency, consistency, temperature, eye condition, nausea/vomiting, thirst, as well as skin turgor were assessed. An
oversampling strategy rectified class imbalance, yielding 318 dehydration cases. According to Confusion Matrix results, the
Naive Bayes Classifier (NBC) algorithm had an precision of 96.55%, average accuracy of 97.48%, error rate of 2.52%, and
recall of 96.27%,. Their study helped to classify toddler diarrhoea by dehydration. Leo et al. (2019) (25) explored the application
of machine learning techniques to model cholera epidemics by addressing data imbalance through the Principal Component
Analysis (PCA) and Adaptive Synthetic Sampling Approach (ADASYN) as well as on applying the Wilcoxon sign-rank test
identified the XGBoost classifier as the most effective model. In their study, Campbell et al. (2020) (26) used a machine learning
technique to predict the risk of cholera in coastal India. The study focused on an area with more than 200 million people.
The model utilized essential climate variables derived from terrestrial, atmospheric, along with the oceanic satellite data. They
applied a random forest classifier to a dataset on cholera outbreaks in coastal Indian districts from 2010 to 2018. The model
demonstrated high accuracy (0.99), F1 score (0.942), and sensitivity (0.895), indicating a correct identification rate of 89.5%
for outbreaks. The study highlighted the potential of using random forest classifiers and satellite-derived climate variables to
assess the risk of cholera in the environment. Yanik et al. (2020) (27) introduced a novel E. coli bacteria detection method,
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utilizing deep learning instead of manual observation of color changes in endo agar medium. Experimental data demonstrated
that automated detection of E. coli could be achieved within 6-10 hours, a significant improvement compared to the 22 ± 2
hours required by the traditional method. This innovative approach holds promise for quicker and more efficient detection of
bacteria in water samples, with potential implications for public health and environmental monitoring.

Lopez et al. (2023) (28) used YOLOv5, a machine learning technique, to detect Cryptosporidium in optical along with phase
contrast microscopy pictures. Two tests employing randomly initialized weights assessed model accuracy using confusion
matrix, mean average accuracy, and F1 scores on 520 and 1200 images. The best model used phase contrast imaging and
the optimal optical imaging training and retraining epoch. Considering computational expenses, YOLOv5s was the best
Cryptosporidium detection model. The study indicated that machine learning can improve foodborne pathogen detection.
Kumar et al. (2023) (29) explored the impact of foodborne diseases on public health and the economy, and the use of artificial
intelligence in predicting and detecting pathogens in contaminated food.The study compared the accuracy of various prediction
methods which provided valuable insights for researchers and practitioners in the field. The paper also discussed the most
prevalent harmful bacteria and viruses that could cause foodborne diseases. Overall, the study highlighted the potential of
artificial intelligence in improving food safety and reducing the incidence of foodborne illnesses such as diarrhoea.

Furthermore, the researchers’ work has been thoroughly analyzed and contrasted based on specific factors, as indicated in
Table 1.

Table 1. Analysis of the previous work
Author’s Name Dataset Techniques Outcomes Challenges
Mbunge et al.
(2022) (11)

Zimbabwe
Demographic Health
Survey dataset

Logistic
Regression

Accuracy = 85%
Precision = 86%
Recall = 100%
F1 score = 94%

Limited dataset, class imbalance

Support
Vector
Machine

Accuracy = 84%
Precision = 85%
Recall = 100%
F1 score = 92%

Abdullahi et al.
(2022) (12)

Data of 9 features was
collected from South
Africa

CNN RMSE = 31.55% Lack of generalization as the model has
been trained only with the diarrhoea
cases of South Africa people only

LSTM RMSE = 32.91%
SVM RMSE = 33.89%

Zahirzda et al.
(2021) (13)

Afghanistan
Demographic and
Health Survey 2015

Random Forest Accuracy = 77.10%

AUC = 86.4%
Precision = 77.3%
Recall = 77.1%

The work was conducted only on the
subset of the collected data and the
exclusion of environmental and social
factors that may contribute to diarrhoea.

Naïve Bayes Accuracy = 69.85%

AUC = 75.9%
Precision = 70.3%
Recall = 69.9%

Support
Vector
Machine

Accuracy = 72.61%

AUC = 72.5%
Precision = 72.7%
Recall = 72.6%

Yonanda et al.
(2023) (14)

Tryptic Soy Agar image
dataset

FasterRCNN +
ResNet50

Accuracy = 92%
Precision = 96%
Recall = 95%
F1 Score = 96%

The work was conducted on small dataset
of 510 images

Momand et al.
(2023) (15)

Afghanistan
Demographic and
Health Survey

Random Forest Accuracy = 91.46%

Small dataset, class imbalance
MLP Accuracy = 85.48%
J48 Accuracy = 84.56%
SVM Accuracy = 82.05%
LR Accuracy = 70.95%

Tabata et al.
(2023) (18)

2479 endoscopy images Google cloud
platform AutoML

AUC = 0.90
Lack of generalization, Not reliable538 endoscopy images AUC = 0.45

Continued on next page

https://www.indjst.org/ 972

https://www.indjst.org/


Vala et al. / Indian Journal of Science and Technology 2024;17(11):967–978

Table 1 continued
484 endoscopy images AUC = 0.60

Wahyudi and
Andriani
(2021) (20)

Data of 231 individuals Naïve Bayes Accuracy = 79.85% The parameters of the model could
be fine tuned to optimize its performanceC4.5 Accuracy = 82.82%

Zaeni et al.
(2021) (24)

Data collected from 166
cases

Naive Bayes
Classifier

Accuracy = 97.48%

Precision = 96.55%

Recall = 96.27%
Error rate = 2.52%

Underfitting

Leo et al.
(2019) (25)

Data collected from Dar
es Salaam region

XGB
classifier

Sensitivity = 80.5%
Specificity = 73%
Accuracy = 76.7%

Misclassification issue

Campbell et al.
(2020) (26)

six ECV datasets Random Forest Accuracy = 99%
F1 score = 94.2%
Sensitivity = 89.5%

The research was conducted on under-
reporting of cholera cases in coastal India

Karanth et al.
(2023) (30)

National Outbreak
Reporting System
(NORS)

Elastic Net R square =0.669 Limited dataset

Ali et al.
(2020) (31)

Real time data U-Net,
Support
vector machine

AUC = 83% The model should be examined using
various performance metrics

2.2 Research gaps

Table 1 provides a comparative analysis of various research studies on diarrheal disease detection and diagnosis, highlighting
the datasets, techniques, outcomes, and limitations of each study.The findings reveal that most studies rely onmachine learning
techniques, such as logistic regression, random forest, and support vector machine, to predict and diagnose diarrheal disease.
However, the limitations of small datasets (11,30) and classification issue (15,25) are common issues faced by these studies which
hampers the performance of themodels. Hence, to improve the performance, some studies have employed advanced techniques
such as FasterRCNN with ResNet50 architectures, which have shown promising results in improving the accuracy of diagnosis
and detection. However, these studies also face limitations such as the exclusion of environmental and social factors that may
contribute to diarrhoea (13) and the lack of generalization (12,18,26). Furthermore, some studies have employed AI algorithms
such as Naive Bayes (13,20,24) and Elastic Net (30), which have shown high accuracy in detecting diarrheal disease. However, these
studies also face limitations such as underfitting, limited dataset (14), and the need for fine-tuning the model parameters to
optimize performance.

Hence, the proposed modification to the methodology towards integrating advanced Convolutional Neural Networks
(CNNs) and combining them in diverse ways marks a notable progress in the field of detecting and diagnosing diarrheal
diseases. The research seeks to overcome the limits of short datasets and traditional machine learning methods by using
advanced or hybridized CNN architectures and adopting various hyperparameter optimization techniques. This methodology
has the ability to provide a new era of powerful and advanced models for detecting and diagnosing diarrhoea. This will help to
improvise the diagnosis accuracy as well as bring innovation to the field of analyzing diarrheal diseases. Additionally, feature
representation, model architecture, and assessment criteria can also be standardized to optimize diarrheal disease detection
models.

RQ1: How can deep learning algorithms be applied as well as optimized for the accurate and rapid detection of diarrheal
pathogens, considering the diverse nature of microbial species responsible for diarrhoea?

To optimize deep learning algorithms for the accurate and rapid detection of diarrheal pathogens considering the diverse
nature of microbial species, a comprehensive framework involving several key components should be proposed, as shown in
Figure 3

1. Data collection: Firstly, it is important to identify particular pathogens that cause diarrhoea, such as viruses (e.g.,
Rotavirus, Norovirus), bacteria (e.g., Salmonella, Escherichia coli), and parasites (e.g., Giardia, Cryptosporidium). These
pathogens should be categorized based on their genetic and functional characteristics. In addition to this, it is important
to examine the use of varied and inclusive datasets that are obtained from clinical samples, public health databases, and
research studies. It is also crucial to promote collaboration between healthcare facilities and research organizations.
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Fig 3. Proposed system to detect and classify diarrhoea

2. Data Preprocessing: Data preparation is a crucial step in detecting or diagnosing diarrheal diseases, especially when
workingwith image datasets. In the earliest phases of preprocessing, the tasks of scaling and normalization are carried out.
The purpose is to ensure that all images have the same input dimensions and consistent pixel intensity ranges (32). When
dealing with numerical datasets concerning diarrheal diseases, particular emphasis is placed onmanagingmissing values
orNaN values. Imputation approaches customized to the unique attributes of the dataset are used to guarantee a thorough
and reliable dataset for subsequent analysis. The selection of imputation techniques should be based on statistical rigor
and domain-specific expertise, recognizing the potential influence of missing data on the precision and validity of the
outcomes derived from the dataset (33).

3. Exploratory data analysis: Within the realm of diarrheal disease, exploratory data analysis (EDA) entails a methodical
investigation of datasets pertaining to the identification of outliers or abnormalities that may necessitate particular
attention. Visualization methods, such as bar charts and time-series plots, can be used to emphasize patterns in the
occurrence of diseases. An examination of class distribution can uncover discrepancies in the intensity or types of
microorganisms responsible for resulting in diarrhoea. Feature analysis involves examining the relationships between
potential risk factors such as water quality, sanitation, and geographical location. In addition, exploratory data analysis
(EDA) methods can be used to identify patterns in the prevalence of diarrheal diseases in different locations or countries.
By analyzing the long term data on diarrheal disease, one can identify recurring seasonal patterns or instances of
widespread prevalence of the disease (34,35).

4. Feature Representation: When it comes to improving the detection of diarrheal diseases, it is crucial to have a careful
approach to extracting or selecting features.The aim is to use advanced techniques like contour feature extraction, scaling,
normalization, and principal component analysis to identify and extract specific features that are closely related to the
unique characteristics of diarrheal diseases. At the same time, when we use rigorous feature selection methods, it helps to
improve the dataset by keeping only themost important attributes.There are two benefits to this approach. Firstly, it helps
to prevent overfitting and later improves the execution of the process by reducing the computational complexity (36,37).

5. Model Architecture: In the analysis of diarrheal data, it is essential to carefully select or develop deep learning
architectures, such as RecurrentNeuralNetworks (RNNs), ConvolutionalNeuralNetworks (CNNs), aswell as to consider
the benefits of incorporating transfer learning (38). Additionally, systematic exploration of the hyperparameter space using
techniques like grid search and random search is crucial for identifying the optimal combination that yields the highest
performance (39). Furthermore, the inclusion of regularization techniques like dropout or L2 regularization is important
to mitigate the risk of overfitting. Practical investigations into optimization algorithms such as Adam and RMSProp,
which are variations of gradient descent, are also valuable. Moreover, the use of learning rate scheduling to dynamically
adjust learning rates during training is essential for efficient and adaptive model convergence (40).

6. EvaluationMetrics:Ultimately, it is crucial to monitor the performance of the model on the validation set. Adjustments
to the hyper-parameters should be made, and the best model should be selected based on key metrics such as precision,
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accuracy, recall, and loss. These metrics are instrumental in evaluating the model’s effectiveness in detecting bacterial
infections that cause diarrhoea (41). The formula for computing these metrics is presented in Table 2.

Table 2. Formula of performance metrics
Metrics Formula
Accuracy True Positive+True Negative

True Positive+True Negative+False Positive+False Negative

Loss (Actual Value−Predicted Value)2

Number o f observations

Precision True Positive
True Positive+False Positive

Recall True Positive
True Positive+False Negative

F1 score 2 Precision∗Recall
Recall+Precision

RQ2: What is the cost-effectiveness of implementing AI-based diarrheal disease detection systems in healthcare settings?
Evaluating the cost-effectiveness of integrating AI-powered systems for detecting diarrheal diseases in healthcare settings

requires a comprehensive and intricate methodology. The incorporation of such systems offers significant benefits, such as
decreased diagnostic time, enhanced precision, and optimized utilization of resources. Rapidly analyzing large datasets allows
for quick detection of trends, resulting in more focused and efficient therapies, thus reducing wasteful interventions and
related expenses (42). Moreover, the improved effectiveness in diagnostic procedures leads to the efficient use of healthcare
resources, potentially leading to financial savings and enhanced facility utilization. AI systems enable early detection, which can
prompt timely preventative interventions, reducing the severity of illnesses and consequent healthcare expenses. Nevertheless,
it is essential to recognize the primary expenses associated with algorithmic development, personnel instruction, and system
incorporation (43). Apart from this, evaluating the overall effectiveness and results for patients, it is important to think about
the relationship between initial investments and long-term advantages. Continual expenses for maintenance and updates are
crucial to guarantee long-term efficiency. It is important to focus on dealing with both false positive and bad results, improving
algorithms, and taking into account the wider social consequences, such as accessibility (44).

RQ3:What are the ways in which collaborating with public health institutionsmight improve the incorporation of AI-driven
technologies into surveillance and monitoring systems for diarrheal diseases?

Statista reports that the global value of AI in healthcare was approximately $11 billion in 2021 and is projected to reach $188
billion by 2030.This growth is expected to occur at a compound annual growth rate (CAGR) of 37% from 2022 to 2030. Figure 4
shows the growth of AI market in the realm of healthcare up to year 2030 (45).

Fig 4. Growth of AI in healthcare

Therefore, considering these facts, it can be concluded that doing collaborative research with public health institutes is a
crucial pathway for promoting the incorporation of AI-based tools into surveillance and monitoring systems. One important
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aspect is to establish strong data sharing and integration methods by working together with public health organizations to get
and combine various datasets such as clinical records, environmental factors, and demographic information. This requires
a dedication to interoperability and defined data formats in order to smoothly include AI algorithms (46). In addition, the
collaborative effort encompasses the development and validation of algorithms to necessitate strong collaboration with public
health professionals and ensures that AI algorithms are in line with the unique requirements of diarrheal disease surveillance.
It is also crucial to conduct real-world validation in order to confirm the accuracy, dependability, and generalizability of results
in various populations and circumstances (47). Besides this, adhering to norms and regulations is necessary to ensure ethical
and privacy considerations. It is important to actively collaborate on developing secure data-sharing frameworks that protect
sensitive information. Collaboration also involves providing user training and capacity building programs to help healthcare
professionals better understand AI technology and how to use it for surveillance and monitoring purposes (48). In addition
to this, it is also essential to develop AI solutions that can be easily expanded and adapted to public health settings with
limited resources. This includes taking into account aspects such as infrastructure, knowledge, and financial constraints (49).
The primary focus is on community engagement, which highlights the participation of local communities in the construction
of AI-based surveillance systems to guarantee cultural sensitivity and community acceptance. Open and clear communication
about the advantages of technology fosters confidence and effectively tackles any concernswithin the community.The successful
incorporation ofAI-based technologies into surveillance andmonitoring systems for diarrheal illnesses in public health contexts
can be achieved by thoroughly addressing these aspects through collaborative research (50).

3 Conclusion
The paper examines the need of precise diagnosis and identification of diarrheal disease, specifically in relation to public health
in poor nations. It underscores the constraints of existing diagnostic approaches and highlights the potential of AI techniques,
particularly machine learning algorithms, in accelerating the diagnosis process and improving efficiency. The study suggests
employing a hybrid deep learning model to enhance the precision of diagnosing and detecting diarrheal diseases. Furthermore,
it examines the economic viability of deploying AI-powered systems for detecting diarrheal diseases in healthcare sector and
the potential advantages of partnering with public health organizations to improve the integration of AI-driven technologies
into surveillance and monitoring systems for such diseases. The existing research is limited by the use of small and imbalanced
datasets, which results inmisclassification, lack of generalization,modelling errors, and reduced effectiveness of various learning
models in detecting and classifying diarrheal diseases or their pathogens. Hence, it is imperative for future study to prioritize
the enlargement of the dataset to a more extensive magnitude, integrating a hybrid deep learning model and fine-tuning its
parameters. Furthermore, it is crucial to acknowledge and tackle ethical and privacy issues while developing cooperation
between public health institutions andAI specialists to successfully incorporateAI-driven solutions in the fight against diarrheal
diseases.
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