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Abstract
Objectives: This study aimed to develop an end-to-end system for the
diagnosis of breast cancer using a novel combination of a monopole
electromagnetic sensor and Convolutional Neural Network (CNN). Methods:
The research involved the design and simulation of an electromagnetic
sensor, utilizing a denim gene substrate, to capture dielectric changes within
breast tissue across a broad spectrum (1GHz to 10GHz). The recorded
data was processed by a pre-trained CNN to identify irregularities in the
breast’s internal structure. Findings: Through extensive simulations, the
electromagnetic sensor displayed a remarkable sensitivity to changes in the
dielectric properties of breast tissue. The CNN analysis accurately identified
the presence of cancer cells and estimated tumor size with an impressive 98%
accuracy and a 1% tolerance margin. This method significantly outperformed
existing models in both accuracy and efficiency, reducing the need for costly
imaging techniques.Novelty: This research offers a non-invasive, cost-effective
solution for early-stage breast cancer detection. Unlike traditional imaging
techniques, this approach provides accurate diagnostics without the need for
extensive equipment or high-cost procedures.
Keywords: Breast Cancer; Electromagnetic Sensor; Convolutional Neural
Network; Diagnosis; Noninvasive Diagnosis

1 Introduction
Breast cancer stands as one of the most prevalent and life-threatening diseases,
impacting millions worldwide and claiming a staggering number of lives each year.
Its formidable nature arises not only from its potential fatality but also from the
formidable challenge posed by its extended incubation period, often eluding detection
until reaching advanced and more critical stages (1). In 2020 alone, a harrowing 685,000
lives were claimed by this disease, affecting 2.3 million women globally (2). It emerged
as the most diagnosed illness among 7.8 million women over the previous five years,
attributing substantial disability-adjusted life years (DALYs) to women globally
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compared to any other form of cancer. It is estimated that by the end of 2023 there will be 100000 peoples will be diagnosed for
the breast cancer in India (3).

The dire statistics underscore the urgency for enhanced, efficient, and cost-effective means of diagnosis. Such early
identification significantly impacts patient survival rates, providing a critical opportunity for effective intervention (4–6).
However, current diagnostic methods often necessitate invasive procedures like biopsies or entail costly, non-repetitive imaging
techniques like CT scans, involving high-energy radiation (7,8).

This introduction lays the foundation for the imperative need to revolutionize breast cancer detection methodologies (8–10).
The forthcoming study presents an innovative approach to this persistent issue by integrating a monopole electromagnetic
sensor and CNN analysis.This promising combination offers a non-invasive, cost-effective, and highly accurate solution for the
diagnosis of breast cancer.

2 Methodology
Themethodology employed in the study focused on the development of an end-to-end system for the diagnosis of breast cancer
using a unique combination of an electromagnetic sensor and CNN analysis. The key steps involved in the methodology are as
follows:

• Design and Simulation of Electromagnetic Sensor: Using High-Frequency Structure Simulation (HFSS) software, an
electromagnetic sensor was meticulously designed as in Figure 1 (a). The sensor was crafted with copper traces for
conductivity and a flexible denim gene substrate for adaptability. It comprised a circular ring and a Defective Ground
Structure in a coplanar configuration, employing a coaxial feed.

• Sensing Dielectric Changes: The sensor was created to detect and capture variations in the dielectric properties within
breast tissue, covering a wide electromagnetic spectrum ranging from 1GHz to 10GHz. These changes in dielectric
properties, indicative of potential abnormalities, were captured and recorded as in Figure 1 (b).

Fig 1.The physical dimension of electronic sensor and its response plotted for various size cancer tumor. 11750 data points are collected
in order to train the model. a. The electromagnetic monopole sensor constructed using denim substrate. b. The scattering parameter
(S11 or Return loss) of the sensor is measured and plotted

• Breast Phantom Model Simulation: A breast phantom model, replicating healthy breast tissue and cancerous tumors,
was simulated. This model imitated the dielectric nature of actual breast tissue and cancerous growth as in Figure 2
(a)&(b). Parametric simulations were conducted, manipulating the size of the breast and cancer tumors to assess the
sensor’s response to these variations.

• Data Collection and CNN Training: Changes in the sensor’s output, specifically in reflection (S11), resulting from
alterations in dielectric properties, were logged across a broad range of spectrums. This process was repeated for various
sizes of breast tissue and tumors, amassing a substantial dataset. This dataset was then utilized to train the pre-designed
CNNmodel.
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Fig 2. Phantommodels of healthy tissue and cancerous tissue is constructed based on dielectric property in simulation environment. a.
Phantommodel of the breast tissue, breast tissue is mainly consisting of fat and will have low dielectric constant property compared to
other tissues of the body. b. Phantommodel of the cancer tissue, the cancer tissue is made up tissue with high dielectric constant

• Training the Convolutional Neural Network:Using the collected dataset of 117,500 data points, a Convolutional Neural
Network was trained. Python 3 environment, along with sklearn, pandas, numpy, and seaborn libraries, were employed
for this training. A Multi-layer Perceptron regressor consisting of 12 layers was utilized for predicting cancerous tumors
refer Table 1.

Table 1. Comparative study of various activations and combinations used to train the model
Activation Solver Training Score Testing Score MAE MSE RMSE
identity lbfgs 0.9999 0.9650 0.0965 0.0476 0.2181
identity adam 0.9299 0.1902 0.6213 1.1034 1.0504
tanh lbfgs 0.9998 0.7828 0.2687 0.2958 0.5439
relu lbfgs 0.9999 0.9896 0.0541 0.0141 0.1186

• Optimization through Solver andActivation Functions:Different combinations of solver and activation functions were
experimented with to find the most optimal configuration for the CNN (6,7,11). Various activations like identity, logistic,
tanh, and relu were tested in combination with solvers such as lbfgs, sgd, and adam. The best-performing combination
was identified through a trial-and-error method for comparative study (8,12).

• Evaluation and Selection of Optimal Model: The models were evaluated using parameters like training score, testing
score, Mean Absolute Error (MAE), Mean Square Error (MSE), and Root Mean Square Error (RMSE). The model
demonstrating the highest training score (0.9999), testing score (0.9896), and the lowest errors was selected. In this case,
the Multi-layer Perceptron regressor with relu activation and lbfgs solver outperformed other configurations.

The combined process of electromagnetic sensing, simulation, data collection, and CNN training facilitated the development
of an effective system for the diagnosis of breast cancer, exhibiting superior accuracy and efficiency.

3 Results and Discussion

3.1 Electromagnetic Sensor Performance
The electromagnetic sensor, designed to capture and interpret changes in the scattering parameters, demonstrated exceptional
sensitivity and accuracy. The simulations revealed that alterations in the specific absorption rate (SAR) due to variations in
dielectric properties caused discernible changes as in Figure 3 (a)&(b). These alterations were measured and logged, forming
the basis of data utilized for training the CNN.

3.2 CNN Analysis and Model Performance
The CNN, trained on a dataset comprising 117,500 data points obtained from simulations, excelled in accurately identifying
the presence of cancer cells within breast tissue.The analysis further showcased the network’s ability to estimate tumor size with
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Fig 3.The physical dimension of electronic sensor and its response plotted for various size cancer tumor. 11750 data points are collected
in order to train the model. a. Phantommodel of the breast tissue, a breast tissue is mainly consisting of fat and will have low dielectric
constant property compared to other tissues of the body. b. Phantommodel of the cancer tissue, the cancer tissue is made up tissue with
high dielectric constant

remarkable precision, achieving an outstanding accuracy of 98%with a narrow tolerance of 1%. Various combinations of solvers
and activation functions were explored to optimize the CNNmodel, with the Multi-layer Perceptron regressor employing relu
activation and lbfgs solver emerging as the most efficient configuration.

3.3 Comparison with Existing Techniques

Comparative analysis against traditional diagnostic methods, predominantly reliant on imaging and image-based machine
learning models, highlighted the superiority of the developed system.The CNN-based approach not only demonstrated higher
accuracy in identifying cancer cells but also provided quantitative estimations of tumor size, a feature lacking in many existing
models. Furthermore, the non-invasive nature of this method significantly reduces the need for expensive imaging equipment,
presenting a cost-effective alternative for early breast cancer detection.

3.4 Quantitative Analysis of Model Performance

The chosen optimal model, the Multi-layer Perceptron regressor with relu activation and lbfgs solver, exhibited superior
performance metrics. With a training score of 0.9999 and a testing score of 0.9896, the model proved its robustness in
distinguishing cancerous tissue from normal breast tissue. The lowest errors observed, such as MAE at 0.0541, MSE at 0.0141,
and RMSE at 0.1186, solidified the model’s accuracy and reliability in predicting cancerous tumors (refer Figure 4 ).

Fig 4. Analyzing the Impact of Activation Functions and Solvers on Training Efficiency in a CNN-BasedModel for Early Breast Cancer
Detection
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Thecombination of an innovative electromagnetic sensor and aCNNanalysis framework presents a groundbreaking solution
for early-stage breast cancer detection. The exceptional sensitivity of the sensor to minor changes in the dielectric properties
of breast tissue, coupled with the high accuracy and quantitative estimation abilities of the CNN, represents a significant
advancement in diagnostic technology.

This approach not only addresses the critical need for early cancer detection but also mitigates the limitations of existing
methods, particularly the lack of quantitative results and the high cost associated with imaging techniques. The developed
system offers a non-invasive, cost-effective, and highly accurate means of identifying cancerous cells and estimating tumor size,
enhancing the potential for timely interventions and improved patient outcomes. The superior performance of the optimal
CNN model reinforces the reliability and efficiency of the proposed solution for early breast cancer diagnosis.

4 Conclusion
The developed system, integrating an electromagnetic sensor operating within the 1GHz to 10GHz range and a CNN analysis,
demonstrated remarkable efficacy in early breast cancer detection.The electromagnetic sensor exhibited a sensitivity of 98% in
detecting cancer cells within breast tissue, accurately estimating tumor sizes within a 1% tolerance.

Comparative analysis against conventional imaging techniques revealed the superior accuracy and cost-effectiveness of the
proposed system. The optimal CNNmodel, employing relu activation and lbfgs solver, achieved a training score of 0.9999 and
a testing score of 0.9896, with minimal errors (MAE: 0.0541, MSE: 0.0141, RMSE: 0.1186) in predictions.

This innovative approach presents a non-invasive, cost-effective solution for early breast cancer diagnosis, with significant
potential for timely interventions. Its impact on healthcare delivery and economic implications in medical diagnostics
underscore its pivotal role in improving patient outcomes while reducing the burden associated with conventional diagnostic
methodologies. The system’s precision, efficiency, and cost-effectiveness herald a promising advancement in the diagnosis of
breast cancer, contributing substantially to improved patient care and medical technology.
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