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Abstract
Background/Objectives: The goal of this study was to create an Enco-
Standardization technique that would produce accurate data and improve the
diagnosis of Autism Spectrum Disorder (ASD).This method uses mean values
to replace missing values in a dataset and improves them by combining label
encoding and conventional scaling techniques. Methods: The ASD dataset,
which has 704 instances and 21 attributes, is used in this study. Training and
testing are divided by the dataset (80%-20%). As an imputation strategy in
this dataset, missing values are located and replaced with the mean value.
Attributes are encoded using the Enco-Standardization methodology using a
label encoding technique that changes non-numeric variables into numeric
ones. After that, the data were scaled into a machine-readable format to
standardise it. Different machine learning classifier models are compared to
the hybrid strategy of encoding and scaling techniques. Based on the accuracy
found using machine learning classifier models, the dataset acquired using the
Enco-Standardization technique is assessed. Findings: The dataset needs to be
accurate and relevant in order to increase accuracy and decrease computing
time. The findings of the Enco-Standardization methodology showed a good
pre-processing method with accuracy values of 98% for Naive Bayes (NB),
71% for K Nearest Neighbour (KNN), 74% for Support Vector Machine (SVM),
97% for Linear Regression (LR), 100% for Decision Tree (DT), and 100% for
Random Forest (RF). The deletion of missing values improves performance in
KNN (94%), SVM (95.9%), LR, DT, and RF (100%) but decreases the number
of instances in the dataset, rendering the model ineffective. Novelty: The
data in a dataset are transformed and encoded using the proposed Enco-
Standardization pre-processing technique, which increases the precision of the
data analysis process in ASD prediction. Data discrepancies are avoided by
using this eco-standardization technique.
Keywords: Autism Spectrum Disorder; Preprocessing; Scaling;
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1 Introduction
A neurological condition known as autism spectrum disorder (ASD) is brought on by hereditary behaviour, environmental
circumstances, and developmental issues associated to brain development processes. According to the definition of autism, it
is ”a set of behaviours which affects a person’s personality when interacting and communicating with others.” According to the
Centres forDiseaseControl, therewere 1 in 44Americanswith autism in theUnited States in 2018.TheAutismSociety estimates
that 3.5 million Americans live with autism (1). The behaviour of youngsters between the ages of 3-5 years old is indicative of
ASD. In India, there are 1% to 2% estimated new cases of autism each year. Every social and racial group of people is impacted
by autism, which affects 1 in 127 girls and 1 in 27 males. According to their IQ scores, 31% of kids have intellectual disabilities.
Around 18 million people in India are thought to be affected by ASD, making it the third most prevalent developmental illness.

Federated learning techniques (2) combined with machine learning models such as Logistic Regression and Support Vector
Machine used to predict autism in children and adults with the accuracy of 98% and 81% respectively. A centralized framework
for autism disorder detection (3) proposed and gives 89.23% of accuracy with the Random Forest classification model. A multi-
classifier recommended system (4) proposed in the decision making process of autism detection. This system yields maximum
accuracy in the Decision Tree and Random Forest model. A healthcare system (5) proposed based on electronic health records
and clinical data to diagnose autism in an earlier stage.

Twice-Growth Deep Neural Network (2GDNN), a reliable architecture, is used to aid in clinical diagnosis for the detection
of diabetes (6). This framework employs polynomial regression for missing value imputation and spearman correlation for
feature selection. The suggested model exhibits 100% accuracy in the PIMA diabetes Indian dataset when compared to Support
Vector Machine and Random Forest models. For the purpose of identifying EEG patterns that can be used to predict ASD and
Neuro-Psychiatric Disorder (NPD), a Manhattan Distance-based Preprocessing approach was presented (7). In order to build
the Minimum Spanning Tree in this study, EEG data were converted into a triangular matrix. K-Nearest Neighbour (KNN), a
well-known machine learning technique, predicts ASD and NPD with a 93.2% accuracy rate.

Traditional methods are being supplemented withmachine learning techniques to improve diagnosis accuracy and speed (8).
We employed models like Nave Bayes (NB), Logistic Regression (LR), Support Vector Machines (SVM), Random Forest
Classifier (RFC), and KNN to assess our dataset. These models base their predictions on data. analysing the dataset of adults (9)

and kids with ASD using the practical component analysis approach. The methodology that is provided is composed of three
main steps: Creating the data set, analysing the data, and unsupervised categorization are the first three steps. Using the results
of the investigation, ASD was classified in both adults and children. The classification’s outcomes for adults have a specificity of
95.7% and a sensitivity of 87.5%. Even data that was gathered separately can be combined using themethodology. In addition, by
looking at the ethnic breakdown, it is clear (10) that white Europeans had a higher prevalence of ASD than other ethnic groups,
with Asia following in second. This methodology expands the data set, which can help researchers identify more links among
various measures. It is clear that those who were born with jaundice had a significantly lower rate of ASD compared to those
who did not have the illness. Using MRI data, various machine learning and deep learning techniques for ASD and Attention
Deficit or Hyperactivity Disorder were described (11). They demonstrate that Convolutional Neural Network (CNN) performs
better in Deep Learning.

Amachine learningmethod for predicting ASD in kids is explored. A dataset is acquired fromKaggle for this essay.There are
many different kinds of features in the dataset. Non-contributed features are eliminated during pre-processing, and multiclass
and categorical features are encoding with label encoding and one hot encoding, respectively. The top three characteristics were
used to produce the autism index, and SVM (12) polynomials 1, 2, and 3 were employed to categorise the ranking feature set.
The SVMpolynomial 2 generated the highest classification accuracy of 98.70%with 20 features. Imputation of missing data and
a standard scalar are both employed in this paper. The missing values are imputed using the Euclidean Distance. The accuracy
of the Random Forest model is 99.35%.

Automated detection of the autism spectrum disorder (ASD) using a brain imaging dataset and CNN. We were able to
identify ASDpatients (ABIDE) using themost common resting-state functionalmagnetic resonance imaging (fMRI) datamade
available by a multi-site database called autism brain imaging data exchange, and the suggested method for diagnosing autism
was successful when comparing (13) the functional connection patterns of people with autism to those of normal controls. The
accuracy (14) of diagnosis using SVM, RF, KNN, and ANN classifiers was, respectively, 86.29%, 71.15%, 86.53%, and 88.46%.
The highest degree of diagnosis accuracy was provided by ANN.

A multilayer perceptron (MLP) based classification model with auto encoder pretraining was utilised to distinguish ASD
from Typically Developing (TD) using MRI images from the ABIDE-1 dataset (15). Pre-trained deep convolutional neural
networks (CNNs) including GoogleNet, AlexNet, MobileNet, and SqueezeNet achieved validation accuracy of 75%, 75.84%,
79.45%, and 82.98% in detecting the scalograms generated by EEG signals (16). Mean value utilised (17) for step forward and
backward feature selection, missing value imputation, and feature selection. The RF and SVM models are compared to the pre-
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processed and chosen features. In comparison to SVM, the accuracy of the RFmodel is 83% higher. ASD is detected bymachine
learning algorithms after analysis (18). In this study, mean is used to impute missing values. The pre-processed dataset was
examined using SVM, and the results strongly imply CNN is superior to SVM, with accuracy rates for children and adolescents
of 98.3% and 96.88%, respectively.

One-hot encoding is a useful preprocessing method (19) that combines feature selection with Principal Component Analysis.
Scaling and dividing carried out through standardisation. The accuracy of the suggested pre-processing method using the
Random Forest (RF) model for ASD diagnosis is 92%. A web interface was suggested (20) to identify ASD in children between
the ages of 1 and 5. With the help of pre-processing procedures, the data is cleaned and altered. The online interface was put up
against the DT, LR, SVM, and RF models. The DT model had a build time of 0.014 seconds and displays 100% accuracy.

1.1 Research Gap

The current state of research predominantly centers on specific types of data, such as EEG signals, MRI images, and functional
MRI data. Nonetheless, there exists an opportunity to broaden the perspective by including additional dimensions. While
certain studies have briefly touched upon feature selection and preprocessing techniques, there remains a potential to integrate
clinical and demographic factors, such as age, gender, and genetic information, into predictive models. The incorporation
of these factors could potentially elevate the accuracy of diagnoses by providing a more individualized and comprehensive
evaluation.

To bridge this gap in research, it is crucial to explore integrative approaches that harness the potential of multiple data
sources. This necessitates proactive innovation in areas like feature extraction, data imputation, and normalization techniques.
These efforts hold the promise of unveiling novel insights and driving enhancements in prediction accuracy and dependability.
Ultimately, such progress will play a pivotal role in deepening our understanding of Autism Spectrum Disorder, advancing the
field with refined precision and insight.

An individual approach cannot be relied upon to consistently provide pertinent features and cannot be predicted. Depending
on the application and dataset utilised in the analysis, it could change. Hybrid or ensemble approaches can be employed
in addition to individual methods to forecast accurate data. In this paper, we apply the single pre-processing procedures of
standardisation and normalisation. To obtain important features, more than two pre-processing techniques are employed. It
might be beneficial for future prediction processes. Relevant characteristics cannot be provided by the feature Selection, Single
approach alone. The mechanism may change depending on the application that is extracted from the feature and the dataset
that has to be inserted. As a result, the hybrid or ensemble approaches provide important features over the particular method.
Standardisation and normalisation techniques are being employed for feature selection.

1.2 Feature of this paper

1. Missing values in the dataset make decision predictions less accurate. Thus, in Anaconda Python, missing values are
found using the isna() or isnull() methods.

2. Dropping missing data could result in fewer occurrences. As a result, it can be imputated utilising approaches such
replacing with the mean, median, mode, or random numbers. Use the mean imputing method if appropriate.

3. Use label encoding to encode data so that machine readers can interpret labels that aren’t numerical as numbers.
4. Standardise the dataset using the Standard Scalar() function to ensure that the input variables’ capabilities are consistent

with machine format.
5. Use ML classifier models to analyse the Enco- Standardization approach.
6. Evaluate the effectiveness and match the best model to the dataset.

This article is organized as follows. An overview of the study is given in Section 1. Currently used pre-processing methods are
reviewed briefly in the literature. The procedures followed for this study are described in Section 2. This section also covers the
implementation of the Enco- Standardization algorithm, its design and approach, and performance assessment. In section 3,
findings and analyses are presented. In section 4, a brief conclusion is given.

2 Methodology
Data cleansing and data integration are two categories of data pre-processing. By eliminating or discarding missing values and
substituting mean, median, or mode for those values, data cleaning aids in the creation of a full dataset. Although dropping
can provide positive outcomes, it also reduces the number of instances in a dataset. The workflow model for the suggested
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technique is shown in Figure 2. The absence of a value indicates that an attribute in an instance does not have any value. The
imputation techniques are applied, depending upon the percentage of missing values presented in the dataset. The procedure
to select missing value imputation technique as follows: IF (No of categories in Variable <=25%)

Fig 1.

Fig 2.Workflow Model of Enco- Standardization Technique

After finding the missing values encoding and scaling takes place. Standardisation and normalisation scaling techniques are
used to define the range to all numerical ranges from -1.0 to +1.0 or 0.0 to 1.0. Equation 1 in standardisation represents scaling.

X_New =
X −Mean

σ
(1)

Where X → Dataset values,

σ (Standard deviation) =

√
∑
(

xi−
−
x
)2

N , −x→ Mean.
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In normalization, scaling is represented in equation 2.

X_New =
X −X_Min

X_Max−X_Min
(2)

The effectiveness of a suggested Enco- Standardisation technique is assessed using classifier models from NB, KNN, SVM, LR,
DT, and RF.

The UCI repository (https://archive.ics.uci.edu/ml/machine-learningdatabases/00426/) is where the ASD Dataset may be
obtained. It has 704 instances and 21 characteristics. Based on contextual factors rated by outcome, the class ASD feature in this
dataset determines whether or not an individual has autism. Table 1 displays a description of the dataset’s features. This work
is implemented in an Anaconda Python Jupyter Notebook.

Table 1.Dataset Details
Feature Name Feature Type Feature Description Missing Val-

ues
Age Number Age in years Yes
Gender String Male or Female No
Ethnicity String List of communal ethnicity Yes
Jundice Boolean Born with Jundice or not No
Autism Boolean Family history of autism No
Country of residence String Name of the country No
Used App before Boolean Yes or No No
Result Number Score obtained No
Age_Description String Child or Adult Yes
Relation String Attender (Parent/clinician/caretaker self) Yes
Class_ASD Boolean Yes or No (Have Autism or Not) No
A1_Score Binary (0 or 1) Does your child look at you when call his/her name? No
A2_Score Binary (0 or 1) How easy is it for you to obtain eye contact with your child? No
A3_Score Binary (0 or 1) Does your child point to specify that she/he needs something? No
A4_Score Binary (0 or 1) Does your child point to share curiosity with you? No
A5_Score Binary (0 or 1) Does your child pretend? No
A6_Score Binary (0 or 1) Does your child go behind where you’re looking No
A7_Score Binary (0 or 1) When you or someone else in the family is noticeably upset, does

your child show signs of counsel to comfort them?
No

A8_Score Binary (0 or 1) Your child’s first words as: No
A9_Score Binary (0 or 1) Does your child use simple gestures? No
A10_Score Binary (0 or 1) Does your child gaze at nothing with no apparent purpose? No

3 Results and Discussion
Performance Metrics: Predicting the classifier model is a useful metric. Confusion Matrix is a 2X2 matrix that uses matrix cells
to indicate True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) values.

TP → predicted YES with actual YES
TN → predicted NO with actual NO
FP → predicted YES with actual NO
FN →predicted NO with actual YES
Accuracy is used to represent the total number of correct predictions and calculated in equation (3)

Accuracy =
T P+T N

T P+T N +FP+FN
(3)

Sensitivity is used to represent actual yes in correctly classified samples and calculated in equation (4)

Sensitivity =
T P

T P+FN
(4)
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Fig 3. Enco – Standardization Algorithm

Specificity is used to represent actual no in correctly classified samples and calculated in equation (5)

Speci f icity =
T N

T N +FP
(5)

Precision is used to represent positive cases in correctly classified samples and calculated in equation (6)

Precision =
T P

T P+FP
(6)

F Score is calculated in equation (7)

F Score =
2∗Precision∗Sensitivity

Precision+Sensitivity
(7)

The accuracy and sensitivity scores for variousmachine learning classifier models are displayed in Table 2. Dropping values that
are missing could result in fewer records and incorrect categorisation. This table demonstrates the accuracy of the suggested
Enco-Standardization techniques: 98% for NB, 71% for KNN, 74% for SVM, 97% for LR, 100% for DT, and 100% for RF. In the
table, sensitivity measures are displayed.

The specificity and precision values for various machine learning classifier models are displayed in Table 3.
According to this table, the proposed Enco-Standardization techniques demonstrate 100% accuracy in LR, 92% in DT, 100%

in RF, 100% in NB, 42% in KNN, 67% in SVM, and 98% in NB. In the table, specificity metrics are displayed.
The F score value for classifier models is displayed in Table 4. This table demonstrates the effectiveness of the Enco-

standardization technique: 99% in NB, 88% in KNN, 99% in SVM, 100% in LR, 97% in DT, and 100% in RF model.
The previous work (21) shows 84, 88, 86 % of accuracy with SVM, KNN andANN classifier respectively using replacemissing

values by mean pre-processing techniques for diabetes prediction. (22) shows 92 % of accuracy with RF model for ASD and (23)

https://www.indjst.org/ 4161

https://www.indjst.org/


Kavitha & Kasthuri / Indian Journal of Science and Technology 2023;16(45):4156–4163

Table 2. Evaluation of an Imputation Techniques- Performance Metrics: Accuracy and Sensitivity
Classifier Model/
Techniques/
Performance Metrics

Accuracy in % Sensitivity in %
Drop Miss-
ing Values

Mean + Label
Encoding

Enco_ Stan-
dardization

Drop Miss-
ing Values

Mean + Label
Encoding

Enco_ Stan-
dardization

Naïve Bayes 55.73 97 98 100 95 95
KNN 94 71 71 93 24 24
SVM 95.9 74 74 95 30 30
Linear Regression 100 95 97 100 100 100
Decision Tree 100 100 100 100 94 97
Random Forest 100 100 100 100 100 100

Table 3. Evaluation of an Imputation Techniques- Performance Metrics: Specificity and Precision
Classifier Model/
Techniques/
Performance Metrics

Specificity in % Precision in %
Drop Miss-
ing Values

Mean
+ Label
Encoding

Enco_ Stan-
dardization

Drop Missing
Values

Mean + Label
Encoding

Enco_ Stan-
dardization

Naïve Bayes 100 98 99 32 95 98
KNN 93 88 88 95 42 42
SVM 95 99 99 96 67 67
Linear Regression 100 100 100 100 100 100
Decision Tree 100 96 97 100 89 92
Random Forest 100 100 100 100 100 100

Table 4. Evaluation of an Imputation Techniques- Performance Metrics: F Score
Classifier Model/ Techniques/ Performance
Metrics

F Score in %
Drop Missing Values Mean + Label Encoding Enco_ Standardization

Naïve Bayes 100 98 99
KNN 93 88 88
SVM 95 99 99
Linear Regression 100 100 100
Decision Tree 100 96 97
Random Forest 100 100 100

combines mean imputation techniques and feature ranking method to select features and shows almost 95.3% of accuracy
with RF classifier in ASD. In (24) LDA pre-processing technique with KNN model and artificial algorithms for predicting ASD
gives 88% of accuracy. In our proposed work the accuracy of pre-processing is evaluated using NB, KNN, SVM, LR, DT and
RF classifier models. The results obtained and executed in Jupyter Notebook using Python and shown in Table 2.

4 Conclusion
ASD cannot currently be detected early on using automated screening technologies. We draw the conclusion that a hybrid
approach can help to boost efficiency and outcome because using just one pre-processing technique may not always yield better
outcomes.The suggested Enco-standardization pre-processingmethod has the advantages of data cleansing and standardisation
for prediction. The Enco-standardization technique is examined in this study employing a variety of categories based on the
behaviour of the child and relevant medical information. The trials’ results show that, with accuracy rates of 97%, 100%, and
100%, respectively, linear regression, decision trees, and random forests models may produce the best outcomes. Considering
all performance metrics, random forest is the model that performs the best in predicting ASD. The study focused primarily
on a small number of characteristics rather than other potential variables that might influence the development or diagnosis
of ASD. Pre-processed data can be coupled with future feature selection approaches to provide ever-more-relevant features for
subsequent classification phases.
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However, it is imperative to acknowledge the study’s limitation in primarily focusing on a select set of characteristics, thereby
potentially neglecting other influential variables pertaining to ASD development and diagnosis. To address this limitation,
future endeavours can capitalize on the pre-processed data by integrating advanced feature selection methodologies, thus
fortifying subsequent classification phases with even more pertinent attributes.
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