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Abstract
Objectives: To improve image registration by reducing the estimation error
of the rotation transformation parameter under illumination change effect
in remote sensing images using Oriented Fast and Rotated Brief (ORB)
and Convolutional Neural Network (CNN). Also, to reduce computational
complexity that can be increased due to use of CNN. Methods: The image
registration process aligns two or more images geometrically and a novel
feature based approaches for image registration is proposed here, where
ORB and CNN are used to estimate rotation transformation parameter
under illumination change effects in remote sensing images with novelty in
generation of feature descriptor. The results of the proposed approach are
compared with an approach which uses only ORB for both feature detection
and descriptor generation. Findings: In the proposed approach, convolutional
features from modified CNN are used in a novel manner with ORB descriptor
to generate the final fusion descriptor. Also, this novel approach reduces the
computational complexity by limiting the descriptor size that can be increased
due to CNN. Here, three different combinations of CNN layers are provided for
the generation of descriptor with ORB and this approach is also tested with
transfer learning concept and other than remote sensing image, which shows
improved results for taken cases. The results of novel approach show that
the estimation of rotation transformation parameter and image registration
is improved, and the estimation error is reduced to 0.1% to 0.9% for taken
cases. Novelty: Novelty is provided in the generation of descriptor by fusion
of CNN (modified visual geometry group (VGG19)) features with descriptor
from ORB for reduction in estimation error, limiting descriptor size to reduce
computational complexity, and improvement in image registration of remote
sensing images. It is also tested for transfer learning case and other than
remote sensing image, where improved results are also seen.
Keywords: Image registration; CNN; Remote sensing; VGG19; Oriented fast
and rotated brief
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1 Introduction
In the image registration process, the sensed image is aligned to the reference image to find the subtle changes in the two images.
These images are of the same scene, but they can be taken from different viewpoints, or by different sensors, or at different times.
There are various fields in which image registration is required, like in remote sensing for image mosaic, landscape planning,
etc., in themedical field formonitoring tumor evaluation, specimen classification, etc., in computer vision for automatic change
detection, target template matching, etc.

For image registration, Zitova et al. (1) classified image registration techniques as area based and feature basedmethods. Area
based methods are applied on the pixel values and gray levels or colors that provide distinctive information, and feature based
methods use features of the image, where distinctive information is provided by features of the image like corners, edges, lines,
etc. In this paper, a feature based image registration approach is proposed.

In the process of image registration, generally, two images are taken. One is the reference image, and the other is the sensed
image,which is processed to alignwith the reference image.There are four steps in themajority of image registrationmethods: (1)
detection of features, matching of features, estimation of transform model, and image resampling and transformation. The
processing steps of image registration are shown in Figure 1.

Fig 1. Steps of image registration

There are various challenges to image registration, but one of them is illumination change in multi-sensor, multi-spectral
satellite images (2), which can affect the estimation of transformation parameters. It is important to have a better estimation of
transformation parameters in the process of image registration. So, it is necessary to select appropriate feature detection and
description methods for different applications to better estimate transformation parameters and improve image registration.
This providedmotivation to find different combinations ofmethods for feature detection and description to improve estimation
of transformation parameters under illumination change effects in remote sensing images. A survey on various feature detection
and description methods is found in paper (3), where a review of different methods for detection and description of handcrafted
to learning based features is provided.

For feature detection and descriptor generation, various methods are available, like scale invariant feature transform
(SIFT) (4), oriented fast and rotated brief (ORB) (5), etc. A comparative study of some methods is found in a paper (6), where
a comparison of some algorithms of image registration is provided for rotation, scale change, etc., and it is found that the
precision of SIFT is high for all cases, and it is also found that for applications of real time, ORB’s performance is well and it is
fastest for all taken cases. Also, Li et al. (7) compared four different methods for different light, different angle, change in scale,
etc. conditions and found that ORB provided faster registration, a high rate of registration for taken cases, and used ORB for the
actual task of detection of defect. In research paper (8), it is found that, due to the complexity of computation caused by having
more feature points, instead of using a SIFT based descriptor, an ORB descriptor is used and proposed advanced registration
method. From a review of research paper (9), it is found that ORBwith phase congruence also provided good results for intensity
variation and rotation distortion in remote sensing multimodal images. Karami et al. showed that compared to SIFT and SURF,
ORB is faster and also provides good results for rotation angle proportional to 90 degrees (10). In a research paper (11), it is shown
that, under overexposure or underexposure conditions, improved ORB provides performance improvement of ORB. Also, Pei
et al. showed that ORB with CNN provided improved results for aphid detection (12) and Rani et al. showed that, ORB provided
good contribution in classification task (13).
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Because of the improved results achieved by ORB related approaches, among various available methods, ORB is used in this
paper for image registration process, but as shown in paper (9), for problems related to variation in intensity, ORB alone is not
suitable, so to deal with this issue, it is required to use it with some other method.

In the last decade, machine learning-deep learning methods have also provided good results for applications related to
image processing. Deep learning also provided good results in remote sensing (14). Deep learning based approaches like deep
neural network (DNN), CNN, etc. can be used for one or more steps of the image registration process. Like Gupta et al. used
a segmentation network to extract semantic features for registration. In this proposed work for segmentation-based semantic
features (SegSF) extraction, training of a LinkNet34 network is done for road segmentation for aerial images. These SegSF
features consist of three components: (1) class label, (2) descriptor, and (3) keypoint location.They focused on registeringmulti-
temporal high resolution nadir aerial images, which have large variations because of changing seasons, lighting conditions,
etc. As per them, this proposed method has a limitation that its use is limited to images having visible roads (15). By Zou et
al. a deep learning network (self-supervised) called SAR-superpoint and transformation aggregation network (SSTA-Net) is
proposed for SAR image registration. The proposed network has three parts, one for detection of feature points, another for
matching, and third for unstable point removal. In this approach, SAR images are multi temporal (16). Luo et al. used ResNet-50
for the registration of Unmanned Aerial Vehicle (UAV) images and found improved results compared to deep learning based
algorithms and other algorithms taken for experimentation. But it found that there is a need of study to reduce computational
complexity and also found that environmental changes like illumination changes, shadows, etc. on images from drones need to
be studied (17).

Among various deep learningmethods, CNNhas achievedmore attention in deep learning, and for remote sensing images, it
also provided good results (18). There are some approaches that used CNN for different steps of image registration, like Kuppala
et al. used different CNNs in different stages of image registration for taken different approaches and discussed their effects (14).
Also, in some cases, researchers have used CNNs with classical methods like SIFT and SURF. Like by Ye et al., CNN is used with
SIFT, and it provided improved results for the cases taken. In this approach, the VGG16 model is used, which is pretrained on a
data set named ImageNet, and fine-tuning of the model is done to adjust the trained parameters using a custom data set. They
have used the SIFT feature, which is a low-level feature, and the CNN feature, which is a high-level feature. In this case, for a
specific keypoint, first, the SIFT descriptor is calculated. Then a patch of 64 × 64 pixels around that keypoint is given to fine-
tuned VGG16model to get the feature descriptor. For representing keypoint, these two feature vectors are transformed into one
vector (19). Patel et al. used VGG16 structure that is modified to generate feature descriptor from initial convolutional layers for
each keypoint detected by SURF. Results of their proposed approach show that the feature descriptor generated by convolutional
features from taken layers of CNN improved the correct match rate and hence improved the registration of satellite images that
had illumination level change (20). From a review of deep learning based papers, it is seen that lower layers of CNN detect low
level features and higher layers detect high level features (19)and features from different layers can be used for improving the
image registration process. So, features from some initial layers are used in a novel way for feature descriptor generation in our
proposed approach.

From the review of traditional method based approaches, it is found that instead of using the same method for feature
detection and description, a combination of different methods for feature detection and description can provide improved
results for image registration for taken different conditions. Also, it is seen that ORB is invariant to rotation (5), but it is well
suited for angles proportional to 90 degrees (10). Also, it is shown that with intensity variation related problem, ORB is not
suitable (9). So, a proper combination of ORB with other method needs to be selected for better image registration for rotation
parameter estimation under illumination change effect. From the review of deep learning based approaches, it is found that
various deep learning based models or features from different models can be used for improvement in image registration. But
it is seen that the use of these deep learning based approaches increases computational complexity, which needs to be reduced.

Hence, to overcome issues related to ORB and the use of deep learning based approaches, a novel approach with the use
of CNN features with ORB is proposed here for improvement in the estimation of rotation parameter (small rotation like 10
degree) under illumination change effect in remote sensing images. The purpose of the proposed approach is to modify CNN
(Visual Geometry Group (VGG19)) model for training and use a combination of features from initial different convolutional
layers of modified VGG19 structure to generate a feature descriptor (in fusion with the descriptor from ORB) for each keypoint
generated by ORB. Also, it is seen that, there is no single algorithm that can be used for registration of different types of image,
so different algorithms need to be identified for registration of different types of images like remote sensing, computer vision
etc. Here, this issue is also addressed to some extent by testing proposed approach with transfer learning case and for image
other than remote sensing image. In both these cases improved results are also found.

The results from the proposed approach are comparedwith only one approachwhere feature detection and feature descriptor
generation both are done using ORB only. Because, in the proposed approach, feature detection is done using ORB and novelty
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is provided in descriptor generation so actual comparison of proposed approach can be donewith only approachwhich useORB
for detection and description both to show the improvement in results by novel descriptor generation process. The proposed
approach shows improvement in transformation parameter (rotation) estimation and thus improvement in image registration
due to the use of CNN features for images having illumination change. So, the main contributions of the paper are:

1. A novel approach to generate the final feature descriptor by fusion of descriptor from ORB and descriptor from different
convolutional layers of modified VGG19 structure to limit the final descriptor size and reduce computational complexity,
which could be increased due to the use of CNN.

2. Improvement in transformation parameter estimation (rotation), reduction in estimation error, and hence improvement
in image registration.

2 Methodology
In the proposed approach, the original VGG19 structure is not used. It is modified for training purpose.Thismodified structure
is trained with seven datasets of different types, like remote sensing images, computer vision images, etc., so that this modified
structure can be used for different types of images and should not be trained separately for each image dataset, which saves
time in training of the modified structure. In the proposed method, novelty is provided in the generation of the final descriptor,
which not only improves rotation parameter estimation but also reduces computational complexity due to the limiting size of
the descriptor which could be increased due to use of CNN. In this section, a brief review of ORB and VGG19 is provided,
followed by modification and training of VGG19, the proposed method, and the datasets used.

2.1 Basics of ORB and CNN

2.1.1 ORB
In ORB (5), features from accelerated segment test (FAST) for keypoint detection and binary robust independent elementary
features (BRIEF) for descriptor generator with some modifications are used. First, for keypoints’ determination, FAST is used.
Then, the top N points are found by applying Harris corner measure. FAST is a rotation variant, and computation of orientation
is missing. Then patch’s centroid (intensity weighted) is computed with located corner at the center, and orientation is found
by the vector’s direction towards the centroid from the corner point. The performance of the BRIEF descriptor degrades when
there is in plane rotation. So, by using the patch’s orientation, the rotation matrix is calculated in ORB and as per orientation,
BRIEF descriptors are steered.

2.1.2 CNN
CNN consists of various different types of layers, like convolutional layer, fully connected layer, pooling layer, etc. Among
various deep learning based CNNs, VGGNet (21) is one of them. In VGGNet, VGG16 and VGG19 architectures are generally
used. Basically, VGG19 consists ofmore convolutional layers thanVGG16. InVGG19, total convolutional layers are sixteen, and
total fully connected layers are three. These sixteen convolutional layers in VGG19 are used for feature extraction, and they are
segregated into five groups, with a max-pooling layer after each group. In the first and second groups, two convolutional layers
are present and the rest of the groups consist of four convolutional layers. In convolutional layers, filters with small receptive
fields 3×3 are used. In this structure, the convolutional stride of one pixel is used. In the max-pooling layer, for max-pooling,
2×2-pixel window is used and stride is kept to two. The number of channels (width of layers) of convolution layers starts from
64, and after eachmax-pooling layer, it increases by a factor of two and goes up to 512 channels. After the stack of convolutional
layers, there are three fully connected layers with 4096 channels in the first and second layers and 1000 channels in the third
layer.

2.2 CNNmodification and training

The original VGG19 (21) structure is used for 1000 classes, but here, this structure is modified, where the number of channels
in fully connected layers is changed and trained using seven datasets having different types of images like remote sensing
images, computer vision images, so classes are seven at the last fully connected layer of the modified structure. As a modified
VGG19 structure is trained with seven datasets together, the training time of the structure also reduces compared to training
the structure for each dataset at a time separately. Here, each dataset contains one reference image and one sensed image. An
overview of the original and modified VGG19 structures is shown in Figure 2. The modified VGG19 structure is trained using
64×64 patches of the reference image and augmented patches generated using image data augmentation during training. The

https://www.indjst.org/ 3806

https://www.indjst.org/


Patel & Patel / Indian Journal of Science and Technology 2023;16(42):3803–3813

training of the modified VGG19 structure is done in Google Colab with hyperparameters, learning rate=1e-4, epoch-10, batch
size (training and validation each) = 5, etc. As training of model is done only for extraction of features from different layers, so
no splitting of patches is applied during training and used same patches for training and testing both.

Fig 2. Overview of (a) Original VGG19 (21) an d (b) Modified VGG19 structure

2.3 Proposed Method

In the proposed approach, ORB is used for the detection of features from image. After the detection of features, a descriptor for
each keypoint is generated by combining the feature descriptor generated by ORB and descriptors from multiple convolutional
layers of the modified VGG19 structure with some modifications. In the process of descriptor generation, first descriptor from
ORB is generated for each keypoint, which is of size 32. Then, from the image, 64×64 patch for each keypoint detected by ORB
is taken and given to the modified VGG19 structure. In this structure, 16 convolutional layers are segregated into 5 groups
as per the original structure. Output is taken from convolutional layers of three initial groups of modified VGG19 structure,
and they are, 2nd layer (layer 1-2) that belongs to group-1, 4th layer (layer 2-2), which is in group-2, and 5th layer (layer 3-1)
from group-3. Once descriptors from three different layers are generated, at a time, two layers’ outputs are combined with a
descriptor from ORB. In the proposed approach, three different layers’ outputs are taken in combination of two layers at a
time and combined with a descriptor from ORB. So, here, these combinations will be treated as, combination of 5th layer and
4th layer with ORB as (layer 5&4), combination of 4th layer and 2nd layer with ORB as (layer 4&2), combination of 5th layer
and 2nd layer with ORB as (layer 5&2). As the size of a descriptor from different convolutional layers of the modified VGG19
structure is more (for the 2nd layer, the descriptor size is 262144, for the 4th layer, it is 131072 and for the 5th layer, it is 65536),
the combined descriptor size will also be large. So in the feature matching stage, computation complexity will increase and
it will take more time. So a novel approach to reduce (limit) the final descriptor size is proposed here, where the mean and
variance of the descriptor generated from each taken convolutional layer are calculated, and these mean and variance values
are appended with the descriptor from ORB instead of appending large size descriptors from layers of modified VGG19. Thus,
the final descriptor consists of descriptor from ORB of size 32, the mean and variance values of one convolutional layer and
mean and variance values of other convolutional layer. Hence, the size of the final descriptor will be 36 for each keypoint, which
extensively reduces computations, also reduces computational complexity and saves time. Another novelty in this proposed
approach is, most of the arrays used are of integer type, and the data type of the values of the descriptor used in matching
is uint8. Also, the values are small, so to make them even higher, values of descriptor from ORB and mean and variance of
descriptors from different layers of modified VGG19 structure are multiplied by 100 before combining. In the experiment, the
precision of two digits after the decimal point is considered in the rotation parameter estimation.

Once the final descriptor for each keypoint is generated, the matching process is done using the brute-force matcher (https:/
/docs.opencv.org/4.x/dc/dc3/tutorial_py_matcher.html). Then, found matches are sorted in ascending order of their distance,
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where matches with low distance come to the front. In the matching process, descriptor from the same combination of layers
of the modified VGG19 structure for reference and sensed image are taken, like if layer 4&2 descriptor is taken for reference
image, then for sensed image, layer 4&2 descriptor will be taken. After the completion of thematching process, the RANSAC (22)

algorithm is used for outlier removal and transformation parameter estimation. Based on estimated parameters, the sensed
image is registered. Here, in this experiment, comparison is done based on estimated transformation parameters for rotation.
The block diagram and framework of the proposed method are shown in Figures 3 and 4 respectively.

Fig 3. Block diagram of proposed approach with ORB and modified VGG19

Fig 4. Framework of proposed approach with ORB and modified VGG19

2.4 Dataset

Here, in this experimentation, three remote sensing image datasets (Dataset-1 to Dataset-3) are used, which are also used in the
training of the modified VGG19 structure. Also, the proposedmethod is tested for one r emote sensing dataset (Dataset-4) that
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is not used in the training process, which is also called transfer learning concept. Finally, the proposed method is also tested
with one computer vision dataset (Dataset-5), which is also included in the training process to evaluate performance.

In order to reduce computational complexity at initial stage, reduced sized datasets are used in this experiment. So, size of
Dataset-1 (From: https://bhuvan-app1.nrsc.gov.in/imagegallery/bhuvan.html) is reduced to 300×212, Dataset-2 (From: http
s://bhuvan-app1.nrsc.gov.in/imagegallery/bhuvan.html) is kept to size 300×300. Dataset-3 is used in paper (2), is taken here
with some modification, and the size of it is kept to 300×300. Dataset-1 to Dataset-3 are remote sensing images and these are
used in training of modified VGG19 structure. Dataset-4 (From: https://bhuvan-app1.nrsc.gov.in/imagegallery/bhuvan.html
) is kept to size 300×300, which is also a remote sensing image but used as transfer learning case. Dataset-5 (From: www.vis
ion.cs.rpi.edu/keypoints/) is taken as computer vision images and kept to size 200×300. Dataset-5 is also used in training of
modified VGG19 structure. Reference and sensed images of all the datasets are shown in Figure 5.

Fig 5. Dataset-1 ((a) reference image, (b) sensed image), Dataset-2 ((c) reference image, (d) sensed image), Dataset-3 ((e) reference
image, (f) sensed image), Dataset-4 (g) reference image, (h) sensed image), Dataset-5 ((i) reference image, (j) sensed image)

3 Results and Discussion
In this experiment, the size of the datasets is reduced to minimize computational complexity at the initial stage, as CNN is used
in feature descriptor generation process. Also, to reduce the size of the descriptor, themean and variance of the feature descriptor
from two different convolutional layers of the modified VGG19 structure are used and appended to the descriptor from ORB,
which provides speed and ease in the calculation and descriptormatching process.This novelty in descriptor generation actually
reduces computational complexity.

Here, a modified VGG19 structure is trained with different types of images, like remote sensing images, computer vision
images, etc. In the training process, total seven datasets are taken, which include remote sensing and computer vision image
datasets. Out of these seven datasets, four datasets are taken here, where rotation and illumination change effect is present
in sensed images compared to reference image. In image registration, it is difficult to compare results if ground truth is not
available. Hence, sensed images are generated manually, so that applied rotation parameters can be taken as ground truth.
Here, sensed images are having an illumination change effect with 10-degree rotation compared to the reference image, which
is considered as ground truth.

From the review of different papers, it is found that the combination of ORB with different other methods also provided
improved results for image registration in different conditions, like the use of ORB with SIFT, phase congruence, etc. Further,
it is found that ORB is used with CNN for detection related approaches like aphid detection, and ORB also provided improved
results in classification related approaches. But it is a challenging task to find the combination of ORB and CNN for image
registration for remote sensing images under illumination change effect. Hence, to take advantage of convolutional features with
ORB, it is required to generate novel feature descriptor for improved results. As this proposed approach provides novelty in the
descriptor generation method for features detected by ORB, the proposed approach is compared with the only approach where

https://www.indjst.org/ 3809

https://www.indjst.org/


Patel & Patel / Indian Journal of Science and Technology 2023;16(42):3803–3813

ORB is used for both feature detection and descriptor generation so that the improvement can be compared in an effective way.
Also, three different combinations of layers are provided in proposed method to check the effectiveness of the proposed novelty
for different images taken. So, in this paper, the approachwhereORB is used for both feature detection and descriptor generation
is considered as Approach-1, and our proposed approach is considered as Approach-2 for further comparison purpose.

In this experiment, the feature matching process is done by brute-force matcher for both approaches, where L2 norm is
used as distance measurement in our proposed approach (Approach-2) and for Approach-1, hamming distance is used instead
of L2 norm as distance measurement because the ORB descriptor is a binary descriptor. The other parameter, crosscheck in
brute-force matcher, is kept true, which provides only those matches where two features in both the sets match each other.
Implementation of these experiments is done in pycharm with python 3.7, on intel core i7 processor with 2.80 GHz and 16 GB
RAM.

After the completion of the matching process, the RANSAC algorithm is used for outlier removal and transformation
parameter estimation. In the proposed approach, three different layers combinations are used, layer 5&4, layer 4&2 and layer
5&2. These three different layers combinations’ results are compared with Approach-1. The results after using Approach-1 and
Approach-2 in the image registration process, it is seen that Approach-2 provides better estimation than Approach-1.

First, the results of three remote sensing image datasets (Dataset-1 toDataset-3) used in the training process and also involved
in the image registration process are analyzed here. For Dataset-1, layer 5&2 estimates 9.32, layer 4&2 estimates 9.68 and layer
5&2 estimates 10.01, compared to estimation ofApproach-1 that is 9.49, which shows that two combinations out of three provide
better result compared to Approach-1.

In the case of Dataset-2, estimation of layer 5&4, layer 4&2, layer 5&2 are 9.72, 9.85, 9.99 respectively and all three
combinations provided better results than Approach-1 estimation 9.56.

For, Dataset-3, layer 5&4, layer 4&2 and layer 5&2 estimated 10.73, 9.74, 9.94 respectively against estimation of Approach-1
that is 10.85, which shows improved results by all three combinations of Approach-2.

Dataset-4 is also a remote sensing image dataset, but it is not involved in the training process, so the performance of the
proposed approach is tested for the transfer learning case here. For this case, layer 5&4, layer 4&2, layer 5&2 estimations
are 10.09, 9.56, 9.87 respectively, in comparison with Approach-1 estimation 10.62. In the transfer learning case, improved
estimation is also provided by the proposed approach.

Apart from remote sensing image datasets, the proposed approach is also tested for a computer vision image dataset, Dataset-
5. In case of this dataset, estimations of layer 5&4, layer 4&2, layer 5&2 are 10.12, 9.96, 10.10 respectively, compared toApproach-
1 estimation 9.53. In this case also estimated results are improved compared to Approach-1. Details of rotation parameter
estimation for all five datasets are shown in Table 1.

Table 1. Rotation parameter estimation with Approach-1 and Approach-2

Dataset Rotation
applied

Approach-1 (Only ORB used
for detection and description)

Proposed approach (Approach-2)
Layer 5&4 Layer 4&2 Layer 5&2

Dataset-1 10 9.49 9.32 9.68 10.01
Dataset-2 10 9.56 9.72 9.85 9.99
Dataset-3 10 10.85 10.73 9.74 9.94
Dataset-4 10 10.62 10.09 9.56 9.87
Dataset-5 10 9.53 10.12 9.96 10.10

Also, the comparison of the proposed approach with Approach-1 is done with respect to rotation parameter estimation error
that is calculated by Equation (1).

Estimation error (%) =

(
|Rotation applied − Rotation estimated|

Rotation applied

)
×100 (1)

Here, rotation parameter estimation error is calculated with respect to applied rotation of 10 degrees in the experiment. Details
of rotation parameter estimation error for all the five datasets is shown in Table 2.
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Table 2. Rotation parameter estimation error (%) with Approach-1 and Approach-2

Dataset Approach-1 (Only ORB used
for detection and description)

Proposed approach (Approach-2)
Layer 5&4 Layer 4&2 Layer 5&2

Dataset-1 5.1 6.8 3.2 0.1
Dataset-2 4.4 2.8 1.5 0.1
Dataset-3 8.5 7.3 2.6 0.6
Dataset-4 6.2 0.9 4.4 1.3
Dataset-5 4.7 1.2 0.4 1

Results in Table 2, show that, except for one case of layer 5&4 for Dataset-1, estimation error reduces significantly for other
cases. For Dataset-1, Approach-1 provides an error of 5.1% that is reduced to 3.2% and 0.1% by layer 4&2 and layer 5&2
respectively. In the case of Dataset-2, estimation error is reduced to 2.8%, 1.5% and 0.1% by layer 5&4, layer 4&2 and layer 5&2
respectively, compared to 4.4% of Approach-1. For Dataset-3, layer 5&4, layer 4&2 and layer 5&2 reduces estimation error to
7.3%, 2.6% and 0.6% respectively compared to Approach-1 with 8.5% error.

In the case of Datast-4, estimation error is reduced to 0.9%, 4.4% and 1.3% by layer 5&4, layer 4&2 and layer 5&2 respectively,
compared to Approach-1 error 6.2%.

For, Datast-5, estimation error is 1.2%, 0.4% and 1% for layer 5&4, layer 4&2 and layer 5&2 respectively, compared to 4.7%
error with Approach-1.

After the completion of the rotation parameter estimation process, the sensed image is registered based on the estimated
values.The registered images for all datasets withApproach-1 and one of the combinations of Approach-2 are shown in Figure 6.

Fig 6. Registered images: Dataset-1((a) Approach-1, (b) Approach-2 (layer5&2)), Dataset-2 ((c) Approach-1, (d) Approach-2 (layer
5&2)), Dataset-3((e) Approach-1, (f) Approach-2 (layer 5&2)), Dataset-4 ((g) Approach-1, (h) Approach-2 (layer 5&4)), Dataset-5((i)
Approach-1, (j) Approach-2 (layer 4&2))

Hence, from the analysis of estimated rotation parameter and estimation error for the proposed approach and approach
where only ORB is used for detection description purpose, it is seen that, for remote sensing image datasets (Dataset-1 to
Dataset-3), those are used in training purpose of modified VGG19 structure, proposed approach with all three combinations of
layers provides improvised results in major cases, but layer 5&2 combination provides much improved results than Approach-
1. For Dataset-4, considered as a transfer learning case, all combinations of the proposed approach provide improved results,
but among all, layer 5&4 combination provides a much improved result. In the case of Dataset-5, the proposed approach with
all combinations provides good results than Approach-1, but layer 4&2 provides a much improved results. From the overall
analysis, it is found that the proposed approach with layer 5&2 provides improved results in terms of rotation parameter
estimation compared to Approach-1.
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As there is illumination change in reference and sensed image, and datasets are of different types, the content in various
datasets can be different. Due to this, there may not be one single algorithm that can provide improved results in image
registration for all kinds of datasets.Hence, it is required to apply different approaches for different conditions anddifferent types
of images. But in the case of the proposed approach with three different combinations of layers, all the combinations provided
improved results, and one of them with superior results for different datasets for major cases compared to the approach taken
in comparison. Hence, in this proposed approach, three different layer combinations are used to address the above issue to a
reasonable extent.

4 Conclusion
Basically, image registration is the process of aligning two or more images in the same coordinate system. From the review
of some research papers, it is seen that learning based methods can improve image registration but increases computational
complexity, so in the proposed approach, learned features from different layers of modified VGG19 are combined with ORB
descriptor in a novel manner to improve estimation of rotation parameter under illumination change effect in images and
limit descriptor size to reduce computational complexity. The proposed approach is compared with the original ORB method
which is used for both feature detection and descriptor generation in the image registration process. It is found that the proposed
approach provides improved estimation towards ground truth for rotation parameter estimation and reduces estimation error to
0.1% to 0.9% compared to the estimation error of 4.4% to 8.5% of the approach taken in comparison under illumination change
effect in reference and sensed images for taken different cases in the experiment. This shows that the use of convolutional
features (learning based method) with the classical method ORB can improve image registration, and this proposed novel
approach reduces the computational complexity even though CNN is used. The proposed approach also resolves the issue of
selection of different methods for registration of different types of images to some extent for taken case in experiment. In the
future, estimation of other transformation parameters instead of rotation can be tested with the proposed approach and can try
different layers combinations or incorporate different CNN models for improvement in results.
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