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Abstract
Objectives: Thepurpose of the study is to help publishers identify AI-generated
text in scientific research, academic works, and assignments as a critical step
toward the regulation and promotion of the ethical usage of AI in academia.
Method: Recently developed literature on Generative AI suggests that human
reviewers may fail to distinguish between human and AI-generated articles.
Therefore, the present study evaluates AI-powered software as a potential
solution for AI-generated content detection. We performed an experiment to
see whether AI detector tools are capable of identifying and distinguishing
between human- and AI-generated texts. To determine the accuracy of the
AI-detector, we created and submitted four research articles to AI-detector
tools for a pre- and post- manipulation test. Findings: The study shows that
it is quite impossible for any AI detector to identify all AI-generated content
accurately, thus, human-AI collaboration strategies can be employed to achieve
the maximum accuracy. This paper demonstrates in a novel manner how AI
detector tools can bemanipulated to provide false results.Novelty: To the best
of the authors’ knowledge, this paper is the first to acknowledge growing AI-
literacy among students and scholars. This study edifies academia by providing
scientifically verified human-AI collaboration strategies to capitalize on these
tools and thwart academic misconduct.
Keywords: Artificial Intelligence; Chatbot; ChatGPT; Generative AI; Scientific
Research

1 Introduction
In the new era of human-AI collaboration, researchers can now save time, reduce
errors, and automate most of the exhausting tasks. By leveraging generative AI,
researchers can revolutionize academic research by processing large amounts of data,
uncovering discoveries, generating hypotheses, and conducting literature reviews faster
than traditional methods (1–3).

Generative AI chatbots, such as ChatGPT, Grammarly, and Copy.ai, generate text
based onpatterns and structures found in the vast amount of data they have been trained
on. The literature has extensively discussed the challenges of AI-generated content (1–4),
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including: AI writing tools failing to produce unique and novel content, delivering less value to readers, and identical, false,
and fabricated content harming search engine optimization and the publisher’s credibility (4,5). While ChatGPT can generate
original and unique content, there is a possibility that it will match with other existing content. Using AI-generated text without
acknowledgement or citation of the original source can be considered as plagiarism (6,7).

Since AI-generated content started to pose a threat to creativity and credibility, publishers, educators, and leading
organizations are advising to refrain from the usage of generative AI (8–10). With the growing AI literacy, it is becoming difficult
for a human to identify AI-generated content in research articles. One helpful solution is AI-generated content detector software
(further mentioned as AI-detector). This AI-powered technology utilizes enormous datasets to identify whether the content is
truly human-written or created by a chatbot. The AI-detector can be useful for writers, researchers, educators, reviewers, and
publishers to check the authenticity of research papers and student assignments.

The rapidly growing literature on generative AI is still in its early stages. Most articles provide a perspective rather than
empirically and theoretically grounded research (1,2,5–7). We used search terms like generative AI, Chatbot, ChatGPT, AI
detection, academic writing, etc., to include relevant and incremental research studies from various databases. The literature
review points out that the most recent investigators share their experiences of using ChatGPT, with an emphasis on academic
integrity, capabilities of AI, and relative ethical concerns (7,11–13).

The significant concern is the likelihood of ChatGPT producing false or fabricated information (2,5). Beginners could fail to
detect these falsifications and fabrications. As a result, the leading science journals recently prohibited all ChatGPT-generated
text, figures, photos, or graphics (2,5,8). It is discovered that ChatGPT could produce highly realistic writingwithminimum input,
thereby compromising the integrity of online exams (12,13). Researchers compared scientific abstracts generated by ChatGPT.
Blinded human reviewers correctly recognized ChatGPT as the source of 68% of the abstracts. However, human reviewers
misclassified 14% of real abstracts as beingAI-generated, indicating they were highly skeptical when reviewing the abstracts (14).

Consequently, when human reviewers fail to detect AI-generated content, AI-detection tools can be a promising solution.
AI-text output detectors may be useful in tackling this issue but are not infallible (11,15–17). Previous researchers evaluated a set
of two academic papers using ChatGPT and found it difficult to distinguish between AI-generated and original abstracts (11).
However, one freely availableAI-content detector performed a comparison betweenhuman andAI-generated abstracts, limiting
the utility of the study. Similarly, several researchers evaluated the usability of AI-based detectors (15–17). However, the input was
simple essays with no complexity or hybrid writing, which is easily detectable by AI.

1.1 Research Gap

Due to the novelty of the field, existing researches have several shortcomings:

1. The current literature used simple, non-complex input following a single pattern, which makes the work of AI-detectors
easier.

2. Previous studies were not able to evaluate true potential of AI-detectors by failing to recognize real-world scenarios.
3. Existing researches do not provide an alternative solution to the problem.

This paper creates new knowledge by keeping in view the growing AI-literacy among students and scholars and therefore, uses
complex AI andHumanwritten texts as inputs.This is a significant attempt that addresses the call for the researchmade by prior
research in the domain (1,4,5). This study aims to fill the research gap, examine the predictive accuracy of AI-detection tools, and
recommend human-AI collaborated strategies to capitalize on these tools and achieve maximum accuracy. The novelty lies in
raising awareness about the unprecedented threat that generative AI and its detectors pose to academic integrity.

The study makes several significant contributions. First, it is one of the early scientific studies in the emerging field of AI
regulation in academic and scientific research. Second, it presents the result of one of the most rigorous tests conducted so
far, based on a pre- and post-manipulation test design. Third, this study edifies academia by providing scientifically verified
human-AI collaboration strategies to capitalize on AI-detector tools and thwart academic misconduct.

2 Methodology

2.1 Research design

For the purpose of determining the accuracy of the AI-detector, we created four research articles. These articles were submitted
to AI-detector tools. The AI-detector, in response, provides a confidence percentage of whether an AI wrote that text. It is an
experiment to see whether AI detector tools are capable of identifying and distinguishing between human and AI-generated
text.
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2.2 Stimuli

Article 1 was written by a human author. Its word length is 220 words. Article 2 was solely written by ChatGPT in response to
the prompt “Write a research paper on the topic ‘AI usage in scientific writing’ using interviews of 15 content writers. Include
sections like Literature review, Research Methodology, and Results and Discussion.” ChatGPT answered with an article of 254
words with requested sections. We did not request ChatGPT to include in-text citations to the claims because of its drawback
of creating false citations (2,5). We further inserted in-text citations to Articles 1 and 2 manually to create Articles 3 and 4,
respectively. Article 4 was paraphrased using an AI-based paraphraser, Quillbot.

2.3 AI-detector tools

Three AI-detectors were employed to evaluate the above four articles. These AI-detector tools are developed by Copyleaks,
Writer.com, and Content at scale to help combat AI-generated plagiarism. These three websites are top-ranked in the Google
search engine.These AI tools are three of themost accurate content detectors (18) and are trusted by leading organizations across
the world (19–21). They detect AI-generated text created across ChatGPT, GPT-4, GPT-3, Jasper, and others.

3 Results and Discussion
The confidence (probability) percentage reported in Table 1 presents whether AI-detector believes the article is human- or
AI-generated.

Table 1. Table of AI-generated content percentage reported by AI detector tools for human-generated text and AI-generated text, pre
and post paraphrasing and in-text citation (dated May 14, 2023)

Author AI detector tool Without paraphrasing
and In-text citations

With paraphrasing and
In-text citations

Change

AI
Copyleaks 91.4% 62.4% ↓
Writer 99% 16% ↓
Content at Scale 48% 16% ↓

Human
Copyleaks 32.5% 24.4% ↓
Writer 0% 0% =
Content at Scale 17% 4% ↓

Findings show that AI-detector tools are able to identify AI-generated content with high accuracy. However, they falsely
identify human-generated texts as AI with up to 32.5% probability (Table 1), as supported by the literature (15–17). Thus,
reviewers’ and educators’ reliance on these tools can turn problematic for the education system. Researchers and students may
have to face penalties for plagiarism, which they did not commit (22,23).The probable reason behind these false-positive results is
the way AI-detectors work. An AI-detector employs AI to analyze patterns in the text and predicts themost likely word choices,
resulting in an inflated AI detection probability (12). It goes deep to detect robotic-sounding content. Thus, it is inferred that
human writing, especially scientific writing, can still trigger AI probability if it follows a predictable pattern.

As per the results, after rewriting the text and inserting in-text citations, the confidence percentage goes down drastically
(from 91.4% to 62.4% for Copy leaks, from 99% to 16% for Writer, and from 48% to 16% for Content at scale). By including
in-text citations in the human-generated text, the AI-generated content probability is reduced by 8.1 to 13% (Table 1). We used
an AI-based paraphrasing tool, Quillbot, to re-write the AI-generated text in different words and structures by maintaining the
meaning and essence of the text. It is inferred that paraphrasing and in-text citations alter the pattern of text, thus defying the
algorithm of AI detection tools.

4 Conclusion
Originality has a new threat in the name of generative AI. While this technology is arguably one of the greatest advancements,
the advanced AI generation tools have exposed potential issues. Generative AI poses a threat to art, science, and academic
integrity (4,10,11). Moreover, ever since AI writing tools started to be advertised, the scientific community is debating over its
usage in academic writing. Publication houses, regulators, and government are reckoning with the rapid pace of AI progression
and its implications for society. ChatGPT and similar natural language processors are a concern for teachers and publishers
since, when prompted, they can generate human-like content, making it easier for anyone to commit AI-driven plagiarism
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without being noticed.
Therefore, various publishers are exploring how to regulate AI; AI-generated content detectors seem to be the only solution

so far. Thus, this study contributes to academics and practice by evaluating the capabilities of AI-generated content detectors.
The study tests AI-detectors’ accuracy in four articles. Results show that the AI-detectors are able to identify AI-generated text
with high accuracy, but the confidence percentage decreases when citations are included in the text. The AI detectors with
current potential are able to recognize human-written text. Nevertheless, it has been discovered that human writing, especially
scientific writing, can still trigger AI-generated content probability if it follows a predictable pattern.

The study shows that it is quite impossible for any AI-detector to accurately identify all AI-generated content alone; thus,
human judgment is needed to achieve the maximum accuracy. The study concludes that human-AI collaboration is needed to
safeguard academic integrity.

4.1 Implications for academics and practice

AI-generated content detectors can be of great help to researchers, educators, publishers, and copywriters by incorporating the
findings of the study.

1. The accuracy of anAI detector depends on several factors, including the complexity of the text.The in-text citation breaks
the pattern of text, thus making it difficult for AI detection. Thus, the study suggests removing all the citations from the
text before proceeding to the AI detection test. It is suggested that journal editors can revise their paper editing guidelines
to insert in-text citations numerically at the end of the sentence.

2. There may be cases where the AI detector produces false positives or false negatives. This can occur when the algorithm
is not trained on enough diverse data or if the original article is hidden behind paywalls.

3. The precision of an AI detector should always be evaluated in the context of the task and application it is used for. Since
research papers adhere to a scientific writing style, they may appear robotic to an AI-detector.

4. At this point, an individual can beat AI detection by inserting human-like inputs, informal and casual phrases, citations,
typos, and slang. As a result, reviewers must pay special attention.

5. There are variousmethods for determiningwhether a piece of text was generated byAI. AI-generated text is characterized
by the repetition of words and phrases, erroneous and outdated information, a generic tone, and a lack of originality (12,24).

6. To avoid the risk of plagiarism, researchers must verify that the content is properly attributed or cited. Additionally, the
study recommends using human experts and AI-powered plagiarism checkers as just one part of a larger strategy to
identify and avoid AI-generated plagiarism.
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