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Abstract
Objectives: Research in surveillance systems is growing, with cameras in public
places capturing actions for the live surveillance, goal-driven investigation,
event forecasting, and intrusion detection. Violent video classification system
plays a critical role in development of violence detection system for public
security and safety. Such system is useful in identification of violent behaviors,
such as fighting or assault. Methods: The Inception-V3 architecture using
Convolutional neural networks extracts the informative features from the
input video frames. Support Vector Machine is used to select features for
classification once the remaining layers of the Inception-V3 model have been
frozen. Findings: The datasets used in many contemporary and current
innovative techniques, including the Hockey battle dataset and the Movies
dataset, are used to train and assess the proposed hybrid model. The
experiment findings show that the suggested violence detection algorithm
performs well in terms of average metrics, with accuracy, precision, recall,
and F-Score being 96 ± 2%, 98 ± 2%, 96 ± 1%, 0.95 respectively. Novelty:
Transfer Learning approach is applied which involves lightly retraining pre-
trained models on different datasets, resulting in improved performance in
terms of computational resources and accuracy.
Keywords: Deep Learning; Convolutional Neural Network; Action
Recognition; Violence Detection; Action Recognition; InceptionV3; Support
Vector Machine (SVM)
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1 Introduction
Violence detection is an action recognition area that analyses video footage in public environments to identify aberrant human
activities. Researchers are increasingly interested in violence detection and prevention due to its accessibility and accessibility.
Violence detection and classification are critical in spotting anomalies in video situations, particularly ones with minimal or no
violence (1). Public protests and riots can escalate into violent incidents, necessitating the establishment of intelligent systems
that are efficient and precise. These systems analyze crowded areas to detect and prevent suspicious events, enhancing security
measures. Deep learning models have proven to be effective in the development of surveillance systems for law enforcement
agencies (2,3).

Detecting and categorizing violence in videos is challenging due to various factors such as source and nature of videos. In
movies, techniques like extreme camera shakes and agitated background music helps to identify cinematic tropes and thus
becomes a well-defined problem statement for video action classification (4). However, the problem become challenging while
analyzing surveillance films.

Identifying and classifying violence in streaming services is crucial for ensuring rules and regulations, removing
inappropriate content, and recommending appropriate content for children (5). Due to issues in crowded environments and
massive datasets, human-controlled monitoring systems for theft, aggressiveness, and strange behaviors are out of date. Issues
include tracking difficulties, non-stationary backgrounds, blurmotion, and occlusion (6). Advancements in artificial intelligence
have led to strategies using deep neural networks andmachine learning techniques. Trained convolutional neural networks can
classify videos based on extracted spatial and temporal features.

Automatic violence detection in videos is primarily based on action recognition techniques. There are two classes: local
features, which use Points of Interest (POIs) to represent actions between frames, and global features, which evaluate
characteristics from multiple frames. These techniques use spatial, motion, and temporal information (7). Deep learning-based
approaches are emerging, and related works are divided into three groups: techniques based on deep learning, global feature
analysis, and local feature analysis.

Fig 1. Types of Violence Detection Methods

1.1 Detecting Violence Using Local Features

Researchers in (8) used acceleration to detect potential aggression in speed variations, but its accuracy is limited due to partial
information from adjacent frames, limiting the representation of all spatio-temporal information in videos. The approach
proposed in (8) is extracting LHOG and LHOF variations of HOG and HOF, using motion regions instead of Points of Interest.
The performance of this approach is quite good on benchmark datasets. For local spatio-temporal descriptors to be acceptable
for classifiers like SVM, theymust have encoding features for amore significant representation and a fixed dimension descriptor.

The method based on extraction of visual hand-crafted features, such as angles, velocity and contact between two human
subjects and creating a feature vector with encoded temporal information was proposed in (9). Further a binary classification
SVM model is utilized to predict violent behavior. Recent deep learning-based methods have a fixed output dimension and
traditional local feature-based method may produce useless points of interest in crowded situations where there are many
moving subjects. This makes traditional local feature-based methods less accurate. However, deep learning-based approaches
show better generalization capacity in violence detection, outperforming the most recent techniques.

1.2 Global Features based violence detection

Global features-based approaches often rely on acoustic or visual features to classify violence scenes. While traditional visual
strategies define violent scenes with specific visual characteristics like blood, fire, blasts and weapons, audio-based methods
define violence as occurrences like shots, explosions, battles, and screaming. However, such methods may give false positives
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and may generalize violence in videos, making audio-based methods crucial for accurate classification.
The authors in (10) introduced theViolent Flow descriptor (VIF) for identifying violence in crowded places on the basis of rate

of change of optical flowmagnitude. VIF has a faster response time and is designed for real-time detection.The extended version
was proposed as Oriented VIF, which was based on the theory that VIF may lose important information due to consideration
of rate of change of magnitude factor of optical flow alone (11). The method proved the importance of addition of orientation of
optical flow. OVIF works more effectively in detecting interpersonal violence but is less effective in crowded environments.

1.3 Deep Learning Techniques for Violence Detection

The approaches for detecting violence in the recommended architectures that use deep learning algorithms are outlined in
detail here. In video violence detection, CNN is frequently utilized, with deep learning algorithms being the foundation (12).
Neural networks incorporated with additional convolutional layers lays a foundation to categorize violent recognition based
on data and extracted features. Some of the methods applying deep learning algorithms to identify violence are described here.
Deep learning-based methods for detecting violence in movies are outlined in Table 1, along with object identification, feature
extraction, classification, application, and evaluation criteria.

A real-time violence surveillance system (13) uses a simulation of human intelligence to analyze streaming data and identify
hostility. For the purpose of detecting violent scenes, the system divides frames from a large dataset of real-time video from
diverse sources and bidirectional LSTM.Thenetwork trains on a 2314-movie dataset named as violent interaction dataset (VID)
with 1077 fights and 1237 no-fights, including neutral and violence scenes.The system’s effectiveness and strength are supported
by its accuracy of 94.5% in identifying violent behavior.

An ensemblemodel usingMaskRCNNandLSTMwas proposed to identify violent behaviors in individuals (14). Experiments
onWeizmann, KTH, and own datasets showed the model outperformed individual models, achieving a 93.4% accuracy rate by
extracting temporal features using key points-mask integration.This strategy is appropriate for industry and benefits society in
terms of security.

A two-stream CNN architecture and SVM classifier are proposed for detecting violence with minimum processing time.
Feature extraction, training, and label synthesis are steps in the technique, which make use of Image net VGG-f architectures
that have already been trained (15). While the second stream pulls motion data, the initial stream collects visual data from frame
variations. However, this method has difficulty detecting close-range violent behaviors, making it difficult to detect violence in
big crowds.

Table 1. Analysis of Methods using Deep Learning Reported in Literature
Method Feature extraction, object detection and

classification method
Types of scenes Accuracy

Obtained
Big data, long short-term memory networks,
deep learning framework for football sta-
dium. (13)

Bi-LSTM,HistogramofOrientedGradients
(HOG) image descriptor and a

Surge Environment 93 to 94 %

Deep violence detection framework using
handcrafted features. (16)

An innovative differential motion energy
image as an exclusive feature ConvNet

both densely popu-
lated and uncrowded

Around 97%

Technique for detecting violence that uti-
lizes ConvNet and Support Vector Machine
(SVM)in bi-channels. (17)

Bi-channels ConvNet and Linear Support
Vector Machine (SVM)

Both densely popu-
lated and uncrowded

95 to 98%:
Hockey fight
93 to 95%:
Violence crowd

Detecting violent scenes using ConvNet and
deep acoustic characteristics (18)

Multiple-Feature-Branch Convolutional
Neural Network

Surge Environment Around 90%

(19) demonstrate a method for identifying violent scenes from auditory information present in the video.They employ a deep
acoustic feature extraction algorithm andCNNas a classifier, splittingMFB features into threemaps.The violent scene detection
process is applied to each frame, and detection is generated by pooling at the segment level. SVM classifiers for violent scene
identification employ CNN-based features and apply maximum or minimum segment pooling. Studies using the MediaEval
dataset reveal that this strategy beats basic methods in terms of average accuracy. The suggested approach outperforms basic
strategies in experiments utilizing the MediaEval dataset in terms of average accuracy.

This study presents a method for detecting violence using the Inception-V3 network modules and the C3D network
architecture. The integration of features extracted using most of the layers of Inception-V3 network and other classifier results
into transfer learning approach. The research uses deep learning architecture and CNN models for feature extraction, driven

https://www.indjst.org/ 3020

https://www.indjst.org/


Jaiswal et al. / Indian Journal of Science and Technology 2023;16(37):3018–3026

by Support vector machine as classifier.

2 Methodology
The proposed violent video detection and classification system’s layout is shown in Figure 2, which consists of a linear SVM
classifier and an Inception-V3model that has been customized.The step-by-step operations executed in the proposed algorithm
are discussed in subsequent subsections.

Fig 2. Proposed algorithm for violent video classification using Inception-V3and SVM

2.1 Violence Dataset Collection

Violence detection and classification datasets come from various sources, including YouTube, real-time CCTV footage, movies,
and mobile phone recordings. Challenges include small data amounts, video quality, and size, impacting detection in both
surveillance and non-surveillance domains. Hockey Fight and Movie Dataset are the two distinguished datasets collected and
utilized for testing the proposed system.

Researchers in (16) developed a new video dataset for evaluating violence detection systems in dynamic settings. They
collected 1000 National Hockey League clips, labeling them as ”fight” or ”non-fight,” to measure the performance of various
recognition approaches. This dataset named as Hockey Fight Dataset is widely used in various methods proposed earlier for
violence detection task. In addition to this Movie dataset (16) consisting of 200 videos, 100 violence and 100 non-violence, with
diverse backgrounds, contrasting hockey dataset is also considered for present study.

2.2 Preprocessing

Various necessary operations such as video to frame conversion, frame resizing etc are required to be done prior to feature
extraction. Preprocessing is conversion from raw data to a suitable data for efficient feature extraction (17). In a preliminary
operation, all the frames of the input video are extracted and read. Each individual frame can now be treated as image. The
input image size to the first layer of Inception-V3 network is of 299×299×3. There is a chance that the database videos may be
of different size and specialization and thus the frame resizing operation is required (18).

In a video clip, violent action may occur in specific parts, with motions being prominent in some frames. Human actions are
not without motions. To detect frames involving major violent events, Mean Square Error (MSE) and PSNR estimation is used
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for detecting frames using algorithm in (20). This frame selection approach reduces feature extraction frame count, reducing
computational cost. Based on the selected frames, an array containing information major event frames is built for further
processing.

2.3 Deep Feature Extraction

Deep feature extraction using Inception-V3 pre-trained deep learning model efficiently utilizes representational power,
reducing computational power by modifying previous architectures (21). Inception Networks (GoogLeNet/Inception v1) are
more computationally efficient than VGGNet, reducing parameters and resource costs. However, adaptation to different use
cases is challenging due to uncertainty in efficiency. For simpler adaptation, Inception-V3 models recommend optimizing
methods including factorized convolutions, regularization, reduction of dimensions, and distributed calculations.

Fig 3. Layers of Inception-V3 model visualized Network Analyzer of Matlab

The pre-trained Inception-V3 model utilized in present research consists of total 316 different layers which includes Input
layer, Scaling layer, Convolution layer, AvgPoollayer,MaxPool layer, Concat layer, Dropout layer, SoftMax layer, etc.Thepictorial
visualization using Deep learning network analyzer of Matlab is shown in Figure 3.

Fig 4. Inception-V3model setup for feature extraction

Transfer learning in Deep Learning utilizes existing models to train neural networks with limited data, making it crucial
in data science scenarios requiring more labeled data. Transfer learning transfers trained machine learning model knowledge
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to related problems, enabling classifiers to predict ’A’ and identify ’B’ using their training knowledge if trained for any one of
the classes. Transfer learning uses learned concepts in one task to understand others, utilizing weights automatically making
it suitable for problems in computer vision area. Transfer learning offers shortened training period, better neural network
efficiency, and minimal data, enabling the generation of good machine learning models with pre-trained models. Due to such
advantages, transfer learning and representation learning is utilized in proposed work to extract the deep features from violence
detection dataset. Deep learning aids in identifying optimal problem representations by identifying key features, resulting in
better results than hand-designed representations (features) (22).

The individual extracted frames are feed as input to first layer of pretrained Inception-V3 model and output is derived from
layer number 313 (avg_pool layer) freezing the subsequent last three layers of the network (predictions, predictions_softmax,
classification layer) as shown in Figure 4.

2.4 Classification using Support Vector Machines

Guided learningmodels called support-vector machines (SVMs) are used in machine learning for regression and classification.
They build models from training examples, assigning new examples to one or the other category, and maximizing the gap
between categories using methods like Platt scaling.

Fig 5. SVM Hyperplane for violence detection

It seeks to establish the optimal decision boundary, as hyperplane, to categorise n-dimensional space. SVM selects extreme
points for hyperplane creation using support vectors as shown in Figure 5.

For data that can be divided into two groups using a straight line, a linear support-vector machine classifier, or linear SVM,
is utilized. The hyperplane of SVM is the ideal decision threshold for categorizing data points in space with n dimensions. The
characteristics of the dataset determine the hyperplane’s dimensions, as in case with 2 features it will be a straight line and
a 2-dimension plane for 3 features. Support vector are points which are nearest to the hyperplane, affect the position of the
hyperplane.

SVM algorithm is used in proposed violence detection algorithm to classify pairs of coordinates in either violence or non-
violence class. In a 2-d space, a straight line can separate these classes, but multiple lines can separate them.The algorithm finds
the best decision boundary, called a hyperplane, by finding support vectors and maximizing the margin between them. The
optimal hyperplane is the hyperplane with the maximummargin.

The extracted features from avg_pool layer of Inception-V3 network is given to support vector machine for training. The
model is now trained to categorize the data provided from the testing portion when the training phase is complete. Multiple
tests are performed to find out the evaluation parameters of the proposed system.

2.5 Model Evaluation

Multimedia analysis requires performance evaluation to improve methods like classification, regression, detection, and
summarization. Computer vision evaluation metrics include mean square error, root mean square, and confusion matrix, with
basic evaluation metric studies focusing on TP, TN, FP, and FN.

• True Positive (TP):The number of incidents that have been appropriately categorized as violent is represented by its value.
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• False Negative (FN): This metric’s value corresponds to the number of impartial videos that were incorrectly categorized
as violent programming.

• False positive (FP): The number of nonviolent classes that were mistakenly categorized as violent is represented by this
value.

• True negative (TN): The number of normal classes that have been accurately identified as normal is represented by the
value.

Fig 6. Confusion Matrix for Violent Video Classification Problem

The confusion metric indicates how well the model separates the violent from the non-violent classes as shown in Figure 6.
Accuracy measures the number of correct predictions per test sample, indicating a model’s training and general performance
accuracy. Precision measures the percentage of positive predictions, while recall represents the proportion of correct positives
identified correctly. Both metrics are crucial for accurate classification and are calculated as per the formulas in (23).

F1-score measures test accuracy, a Harmonic Mean between precision and recall, with a score between 0 and 1. In present
study will focus on calculating the F1-score (9) to check the model behavior using following formula (1).

F1 =
(
1+α2

)[ Precision ×Re call
(α2 × Precision )+Re call

]
(1)

Where α is positive real factor, where is chosen such that recall is considered α times as important as precision

3 Result and Discussion

Table 2. Performance Evaluation with variation inSVM Kernel Function
Dataset SVM Kernel Function Accuracy Precision Recall F-Score
Hockey Fight
Dataset

Linear 94.33 92.30 96 0.935
Polynomial 96.33 96.02 96.66 0.961

Movie Dataset
Linear 98.33 100 96.66 0.991
Polynomial 98.33 96.77 100 0.974

The ROC curve and confusion matrix for Hockey Fight Dataset analyzed with ‘Linear’ kernel function and for Movie Fight
Dataset analyzed with ‘Polynomial’ kernel function is represented in Figure 7 first row and second row respectively. Table 3
below compares the results of the validation accuracy for the proposed model and the state-of-the-art techniques on the three
datasets.This comparison shows that the accuracies of the proposedmodels are comparablewith the state-of-the-art techniques.

Table 3. Accuracy Comparisonbetween the Proposed Models and the State-Of-The-Art Techniques
Method Hockey fight Movie
Jaiswal et al (23) 90% 91.66%
Soliman et al (24) 95.1% 97%
Xingyu et al (25) 95.40% -
Karisma et al (26) 92% -
Seydi Keceli et al (27) 92.90 98.7
Proposed 96± 2% 98± 2%
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Fig 7. Confusion Matrix and ROC Curve for Hockey Fight Dataset with Linear Kernel Function (First Row) and Movies Dataset with
Polynomial Kernel Function (Second Row).

4 Conclusion
A 3DConvolutional Neural Network ArchitectureInception-V3, is used in a novel technique for violence detection in videos to
extractmotion data.The transfer learning approach for feature extraction and SVMas classifier comes out as better combination
in comparison with local features and machine learning model. The method outperforms competing algorithms in person-to-
person and crowd battle datasets and achieves higher accuracy. However, mistakes might happen when friendly behaviors
are misclassified. The proposed algorithm is having an average accuracy of 96 ± 2% over both the benchmarking datasets.
Future development aims to enhance expertise in developing new datasets and models using video data from surroundings.
These models will be trained on sophisticated CNNmodels like Resnet, LSTM, and reduced gesture recognition for aggression
detection.
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