INDIAN JOURNAL OF SCIENCE AND TECHNOLOGY

REVIEW ARTICLE

Check for
updates

& OPEN ACCESS

Received: 02-06-2023
Accepted: 02-08-2023
Published: 08-09-2023

Citation: Khan OR, Bhat ]I (2023)
Delving into the Depths of Image
Retrieval Systems in the Light of
Deep Learning: A Review. Indian
Journal of Science and Technology
16(34): 2693-2702. https://doi.org/
10.17485/1)ST/v16i34.1341

*Corresponding author.

ovais.rashid@iust.ac.in
Funding: None

Competing Interests: None

Copyright: © 2023 Khan & Bhat.
This is an open access article
distributed under the terms of the
Creative Commons Attribution
License, which permits unrestricted
use, distribution, and reproduction
in any medium, provided the
original author and source are
credited.

Published By Indian Society for
Education and Environment (iSee)

ISSN
Print: 0974-6846
Electronic: 0974-5645

Delving into the Depths of Image
Retrieval Systems in the Light of Deep
Learning: A Review

Ovais Rashid Khan'*, Javaid Iqbal Bhat'

1 Department of Computer Science, Islamic University of Science and Technology, Kashmir,
India

Abstract

Objective: The objective of this study is to conduct a comprehensive review of
existing research and literature in the field of Content-Based Image Retrieval
(CBIR). This review highlights the key challenges associated with the extraction
and representation of visual semantics of images. This paper discusses the
measure used computing similarity and ranking of retrieved images by CBIR
system. The review discusses limitation of traditional approaches and also high-
lights the challenges with the current deep learning methods in semantic fea-
ture representation, defining the similarity metrics and indexing. This paper
also highlights scalability and generalization challenges in implementing real
environment. Methods: A thorough literature review was conducted on well-
established databases, including Scopus, Web of Science, IEEE Xplore, ACM, and
Science Direct, employing appropriate keywords. Mention the period of cover-
age. Pertinent search terms encompassed local feature representation, global
feature representation, low-level features, high level features, semantic gap,
image embeddings, handcrafted features, deep learning, image descriptors,
similarity, and image indexing, with the aim of exploring content-based image
retrieval systems. Comparative analysis was performed on the chosen articles,
taking into account factors such as algorithms, methodologies, datasets, and
evaluation metrics. The results discussed using comparative analysis, ensur-
ing a comprehensive overview of recent literature on content-based image
retrieval, offering valuable insights and highlighting emerging trends in the
field. Findings : The research uncovers the novelty in the realm of content-
based image retrieval (CBIR) by highlighting the challenge of high-level visual
semantics when comparing images, as perceived by humans. It emphasizes
that feature extraction methods and choices significantly influence CBIR system
performance, stressing the importance of selecting suitable features and simi-
larity measures based on image dataset characteristics and application require-
ments. The study underscores the persistent obstacle of the semantic gap
between low-level visual features and high-level semantic concepts, encour-
aging exploration of diverse approaches like deep learning, relevance feed-
back, and ontology-based methods to bridge this gap. Particularly, deep learn-
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ing techniques, notably Convolutional Neural Networks (CNNs), have shown
promising results in CBIR by automatically learning hierarchical representa-
tions capturing high-level semantic information. However, the review also high-
lights the challenges of scaling deep learning methods and the limited accessi-
bility of precisely labelled datasets, which can hinder performance and general-
ization across diverse image datasets and real-world scenarios. Deep learning
models pose interpretability challenges due to their complex, opaque nature
and hierarchical semantic representations.

Keywords: CBIR; ContentBased Image Retrieval; Deep Learning;
Convolutional Neural Network; Local Features; Global Features; Similarity
Metric; Semantic Gap

1 Introduction

The influence of rapid technological development has provided people with new
digital tools for exploration and experimentation of new applications. Digital image
acquisition and capturing tools have been quite popular in many domains. Utilizations
of images in different fields are in trend, be it using in clinical science for diseases
detection !, for diagnosis in radiology®, using remote sensing®, use case scenario
in communication®, document scrutiny by retrieving watermarks® are just few
examples. The huge image repositories generated through this exploration and the
constraints posed by conventional text-based database systems, underscoring the need
to explore robust solutions for image databases and adopt efficient strategies to facilitate
image retrieval. The limitations in text-based system are the representation of images
by human annotated keywords and may not capture the semantics of images called
semantic gap, a major challenge for image retrieval systems. Manual tagging of images
is time-consuming and prone to errors, and language-specific annotations may not
generalize the image effectively. Although neural networks have made significant
advancements in pattern recognition and analysis, semantically interpretable feature
representations in vision applications remains a challenge. As represented features in
neural networks are often not well interpretable, posing challenges in generalizing these
representations for downstream tasks ©).

Searching images by visual content is a well-known problem and has been studied
for decades in the multimedia community ? ®. Content-based image retrieval (CBIR)
is an image retrieval system that aims to find similar images within a repository
based on their visual content. The fundamental concept underlying an image database
system is to extract and represent images using computable characteristics known
as features, which are represented as vectors. These features serve as a compact and
meaningful representation of the image content, enabling various applications such
as content-based image retrieval, image processing, image classification, and object
detection. By extracting and utilizing these features, image database systems enable
efficient and effective management, organization, and retrieval of images based on their
visual properties. CBIR employs image descriptors, which are code representations that
capture distinctive characteristics of the images. These descriptors encompass various
features, which are information or properties essential for conducting computations
relevant to the application. The usual implementation of a content-based image retrieval
system is depicted in Figure 1.
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Fig 1. General Frame work of CBIR System

The development of image retrieval systems encompasses three fundamental processes that revolve around image analysis.
The initial and pivotal step is image processing, where the system discerns and defines computable characteristics of images,
termed features. These features encapsulate significant aspects of the images, including color, texture, shape, and other relevant
visual information. Subsequently, the system captures and represents each image’s features using feature descriptors, which
are subsequently stored in a dedicated database. Once the database of features is created next step called online phase were
user inputs image query for retrieval of similar images. The system utilizes pre-established feature extraction techniques that
were developed during the offline phase, were system undergoes training to recognize and extract meaningful features from
images, allowing for effective extraction of similar features from the query image during online retrieval. The system conducts
a comparison between the extracted features of the query image and the stored features in the database. This comparison is
commonly performed using distance metrics, such as Euclidean distance or Cosine similarity. Consequently, images possessing
the highest similarity scores with the query image are retrieved from the database and presented to the user as the most relevant
matches. The ranking process is crucial in presenting relevant images matching the query’s content. Top-ranked images should
exhibit visual appearance, context, and semantics similarities, ensuring accurate and satisfactory search results. Proper ranking
enhances the user experience by quickly delivering relevant images, eliminating the need to sift through irrelevant ones.

Various datasets used in evaluating the CBIR systems include: Oxford 5k and 105k Datasets, CIFAR-10 and CIFAR-100,
Caltech-101 and Caltech-256, MIRFLICKR-1M Dataset, ImageNet Dataset and INRIA Holidays Dataset.

2 Methodology
2.1. Global Features

Image analysis features refer to computable properties that are utilized to identify certain aspects of image. They are typically
represented as vectors, allowing for efficient processing and analysis. Images, being stored as digital data consisting of pixel
values, contain patterns and regularities that can be quantified for various identification and classification tasks. Features are
categorized into two groups: global features and local features. Global features capture visual characteristics that span the
entire image, such as color characteristics, shape information, and texture characteristics. Numerous methodologies have been
devised to extract these global features to create an efficient representation of images. Color is an important visual characteristics
recognition task and various techniques have been developed to extract color information for measuring the similarity content.
Color histograms quantifies the distribution of color values and their intensities across the image and distributions measure
similarity between image ®). Color moment method relies on the moments of probabilistic of colors where unique moments of
distribution are compared for similarity measure with advantage of being sale and rotation invariant®). Color Moments takes
its assumption form central limit theory where each distribution is represented its moments (Means and Standard Deviations).
Texture is the surface related property of objects; from computational point of view, it measures the intensity arranges in local
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regions but from structured perspective it measures the spatial relation of pixel intensity of local region. Texture proper define
surface smoothness or roughness and patterns associated with it. Popular methods for texture analysis are: Gabor filter which
analysis the frequencies and orientation in local regions to extract texture pattern in images and is argued to be similar to
human vision system in its function !, Markov random field uses probabilistic models to study the spatial correlation among
neighbouring pixels !V, edge histogram method focuses on the edges evaluating edge distribution, orientation, width etc.(!.
Edge histogram descriptors capture the spatial relation in edge distribution and is useful in non-homogeneous texture. Shape is
also very important feature of object and global visual characteristics for recognition of object. Shape is the outline of objects and
is crucial for identification. Shape extraction can be grouped in to categories i.e., region-based scheme or contour representation
approach (1), Region-based scheme focuses interior points while contour makes used of shape boundary points. Various shape
descriptors listed in Figure 2.

Color Descriptors Shape Descriptors Texture Descriptors
o Color Histogram. ©  Moments. o Gabor Filters.
o Color correlograms. o Scale Space Methods. o Markoev Random Field.
o Color Moments. o Shape Transformation Domain. o Co-Occurrence Measures.
o Color Co-occurrence. o Polygonal Approximation. o Edge Histogram Descriptor.
o Spatial Interrelation Features
Local Feature Descriptors
© Scale Invariant Feature Transformation.
o SpeedUp Robust Features.
o Local Binary Pattern.
o Histogram of Oriented Gradient.
o Co-Occurrence Histogram of Oriented Gradient.
© Harris Detector.
o Feature from Accelerated Segment Test.

Fig 2. Feature Extraction Methods

2.2. Local Features

Local features are characterized by their distinctiveness within the image’s neighbourhood and are computed over small
regions. These features are crucial for achieving invariance to geometric and luminosity variations. A highly robust method
to derive local features developed is Scale invariant feature transform (SIFT) which uses nearest neighbour algorithm and
Hough transform to group features of object ). The Scale invariant key-points method was developed for feature invariance,
while scale invariance depends on minimizing the mismatch of key points. The use of exposure feature and the hamming
distance method improved similarity match efficiency. The text also discusses the use of Hough Transform methods to address
clutter and occlusion problems, and the proposed use of Orthogonal Polynomials Transform for shorter length descriptors
with simple computation for color images 1*). The use of multifeatured descriptors is more efficient in image retrieval systems,
as demonstrated by a study on standard image datasets, which analysed local and global feature performances in terms of
computational complexity, memory requirements, and accuracy!®). Another local feature extraction technique is the Speed
Up Robust Features (SURF), which is a distinctive and robust key point detector and feature vector feature descriptor that
is fast and efficient due to its use of the Hessian matrix approximation for interest key point identification and the Image
integral representation for fast computations of feature vectors. SURF is improved through the fusion of color histogram and
Haar wavelet to construct feature vectors, resulting in an increase in the distinctiveness of descriptors and correct matches(!7).
Various techniques used to minimize effect of noise on local features, features are combines across both special and frequency
domain to improve the accuracy of similarity match in image retrieval systems. Normalized color histograms and Gabor filters
are used for combining features in spatial and frequency domains!®), Genetic optimization is used for weight optimization of
features, which showed promising results!). Spatial resolution is improved by using Diagonal Texture Structure Descriptor,
which derives feature vectors from hue, saturation, and texture properties. The text also introduces the concept of textons, which
are distinguishable visual components of images studied to extract semantics. Smaller receptive fields increase the probability
of getting patterns ). A new feature descriptor is proposed based on the relation between color, intensity, texture, and local
special sensitivity, using histogram methods. The standard Euclidean distance is used for similarity match?". A model was
proposed based on visual words dictionary-based scheme uses descriptors from SURF in combination with fast retina key points
(FREAK) descriptors to form content-based image retrieval system to take advantage of computational efficiency of SURF and
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discriminative power of FREAK for classification ??). Simplistic computational scheme for feature extraction of LBP has been
experimented for image retrieval systems to improve the semantic analysis>*). The above discussed methods are handcrafted
and are specific to the domain which may not perform well for other image domains.

2.3. Machine Learning Methods

Machine learning methods have emerged as potent tools for uncovering patterns and relationships within data. They have
garnered significant attention from researchers across various domains, particularly within the content-based image retrieval
community. In this field, machine learning techniques are employed to extract features from images, surpassing conventional
technologies in their ability to comprehend the semantic content of images.

Research efforts are focused on the development of image querying systems using diverse approaches in machine learning,
including supervised learning, unsupervised learning, and reinforcement learning. These methodologies aim to enhance the
performance and capabilities of image retrieval systems by leveraging advanced techniques in the field of machine learning.
In the domain of Content-Based Image Retrieval (CBIR), extensive research has been conducted to explore and assess a wide
range of machine learning algorithms ?+2%). Classifier-based methods combined with relevance feedback have been extensively
studied, with promising results demonstrated by the generalizability of Support Vector Machine (SVM) classifiers. However,
the performance of SVM classifiers can be compromised by small training datasets, imbalanced positive and negative feedback,
and high-dimensional feature sets. To address these challenges, an approach involving asymmetric bagging methods has been
proposed ?®). Additionally, decision tree-based strategies have been introduced to learn semantic information from features
in SVM-based methods that require feedback for semantic learning. Decision tree methods have garnered attention for their
performance in classification and semantic learning?”). Supervised requires labelled data which is not always the case, with
such data unsupervised machine learning algorithms are used for identifying of the similar images based on clusters having
same type of features.

In unsupervised scenarios, the well-known Fuzzy C-Mean Clustering method is employed ?®. Inspired by natural language
processing, a novel approach called Bag-of-words is used for image classification. This approach generates a dictionary list and
employs machine learning techniques to compute relationships among words to predict semantics in sentences. The Bag-of-
words model can also be applied to computer vision problems. Feature descriptors are extracted and converted into a dictionary
of codewords using the Bag-of-words model, and k-means clustering is utilized to group similar visual words. For classification,
SVM classifiers are trained on feature maps derived using the Hellinger kernel function .

The curse of dimensionality poses challenges for machine learning algorithms with high-dimensional data, resulting in
reduced performance and increased computational cost. To mitigate these challenges, hash methods have been explored for
dimensional reduction, producing compact codes for efficient retrieval. Hash-based methods have gained attention in image
retrieval systems. Recent research focuses on reinforcement learning approaches to develop hash-based strategies, using policy
gradient to generate binary hash codes and rewards based on similarity preservation ?). The network architecture includes a
convolutional neural network for feature extraction and a fully connected layer for binary representation. Another approach,
Deep Reinforcement Hashing with Redundancy aims to minimize redundancy in feature vectors through hash codes for
inference "), Convolutional neural models are also explored for creating a hash to improve the inference time 2.

2.4 Deep Learning Methods

Deep neural networks have revolutionized machine learning, making a significant impact across various domains. In
particular, deep learning networks have been widely applied in financial analysis, natural language modelling and computer
vision. In the field of computer vision, substantial progress has been made in tasks such as classification, object detection
and segmentation ®®. Convolutional Neural Networks (CNNs) have emerged as the state-of-the-art approach for object
classification, identification, and segmentation in computer vision. CNN networks consist of multiple layers, including
convolutional, pooling, and fully connected layers, which work together to extract features from input data. The convolutional
layers perform localized operations by convolving filters across the input, capturing spatial information and extracting relevant
features. CNN networks are typically structured in a sequential manner, with the initial layers dedicated to extracting basic
features such as edges and corners. As the network progresses deeper, subsequent layers are trained to recognize more advanced
features by combining the previously extracted lower-level features. This hierarchical approach enables the network to identify
complex structures and objects in the input data as is shown in the Figure 3. CNN networks commonly employ techniques such
as pooling and down sampling to reduce spatial dimensions, extract significant features, and improve the network’s robustness,
efficiency and classification capabilities.
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Fig 3. Architecture of Convolutional Neural Network

The effectiveness of deep convolutional networks lies in their ability to learn discriminative features, which can be leveraged
to enhance the resilience and effectiveness of content-based image retrieval models. One method involves using a customized
CNN architecture for content-based image retrieval, where two CNNs are employed consecutively to extract features. The
extraction process operates at multiple levels to capture a more meaningful semantic representation of the image. To create
concise descriptions from the high-dimensional features, the bilinear root pooling method is applied. This automatic feature
extraction system has shown promising results on benchmark datasets *. Another approach to image retrieval involves
utilizing the convolutions to extract intermediate features in CNNs and incorporates relevance information using feedback
approaches, to enhance the image retrieval task by fine tuning the network on conceptual information provided by feedback.
This model is specifically designed to cater to devices with limited computational capabilities *>). Attention method enhances
the ability learn more discriminative features for image representation *®). Attention focuses on specific parts of an image
which are most important for the identification. Researcher have also taken the strategy of fusion of low-level feature with
high level to create a better feature representation and improve the efficiency of retrieval methods®”). Social networks have
revolutionized the way we connect and share information, and their potential extends beyond personal interactions. With the
advent of Content-Based Image Retrieval (CBIR) technology, social networks can now be utilized as powerful platforms for
visual search and discovery. By leveraging the vast amount of user-generated visual content, social networks can enhance CBIR
algorithms by providing an extensive and diverse dataset for training and testing*®). Users can upload and tag images, allowing
the CBIR system to learn from the collective intelligence of the online community. Furthermore, social networks facilitate the
formation of interest-based communities, enabling users to discover visually similar images and explore related content that
aligns with their preferences. This integration of social networks and CBIR opens up exciting possibilities for visual search,
recommendation systems, and personalized content curation, fostering a more engaging and interactive online experience ).

3 Similarity Metrics

The concept of similarity metrics is the task of determining whether images have the same visual content is important and
is achieved through similarity measures. The process involves feature extraction and generating descriptors. The concept of
similarity needs to be defined, whether it is based on near-identical characteristics or specific comparability. The similarity
function compares the feature sets of images and returns a result, which reflects the difference between the two sets. A smaller
value indicates comparable images, while a larger value implies dissimilar images.

Geometric distance metrics are measures that are used to calculate the distance between two geometric objects. Some of the
commonly used geometric distance metrics include:
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3.1. Euclidean distance
This is the most commonly used distance metric. It is the straight-line distance between two points in a Euclidean space.
Euclidean distance between two vectors is given by equation I.

d(p,q) =/, (pi—a:)* p.qare vectors @

3.2. Manhattan distance

Also known as taxicab distance, this metric measures the distance between two points as the sum of the absolute differences of
their coordinates. Manhattan distance between vectors is given by equation II.

d(p,q) =lp—qll =X Ipi —ail  p,qare vectors (ID)

3.2 Minkowski distance

This is a generalization of both the Euclidean and Manhattan distance metrics. It is defined as the path root of the sum of the

absolute differences of the coordinates of the two points raised to the power of m. Minkowski distance is calculated by equation
III

1

m III
d(p,q) = (Xl lpi—aqil”)m p,q are vectors ey

Statistical distance measures are a type of approach used for comparing the similarity of objects. They are defined on statistical
objects such as variables or probability distribution samples. Unlike geometric distance metrics, statistical distance measures
do not directly compute distances between objects. Instead, they measure the divergence between distributions. These methods
are useful in cases where geometric distance metrics may not be appropriate or where statistical properties of objects are more
important than their geometric properties.

3.3 Mahalanobis Distance

This metric takes into account the covariance structure of the data and is useful when dealing with high-dimensional data.
Mahalanobis distance is calculated equation IV.

d(p.q) = llp—all = Xii[pi—qil  p,qare vectors (V)

3.4 Kullback-Leibler divergence

Kullback-Leibler distance is defined between two probability distribution. It estimates the difference between distributions.
Equation V describes Kullback-Leibler divergence.

P
DKL(P||Q) = X P(x)log <(x)) P, Q are distributions, x = probability space. (V)

0(x)

3.5 Jaccard Index

Jaccard similarity metrics is defined on sets and computes the differences between sample sets. It is defined as intersection over
union as given below. Jaccard index is given by equation VI.

_JANB| _ |ANB|

J(A,B) = =
(A.B) |AUB|  |A|+|B|—|ANB]

A, B are sample sets. (VD)

4 Performance Metrics

Performance metrics are used to evaluate the effectiveness of a content-based image retrieval system. There are several metrics
that are commonly used to assess the performance of such systems and are defined below:
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4.1. Precision (P)

Precision defined as the ratio of retrieved relevant images to the total number of retrieved images. It measures the accuracy of
the system in returning relevant images. Precision is given by equation VII.

_ Number of relevent images retrieved

VII
Total number of images retrieved (VD)

4.2 Average Precision (AP)

AP is the average value of precision over all recall values. It measures how well the system ranks the relevant images. The average
precision is computed by equation VIIL

AP = Y| [Recall(m) — Recall(m + 1)] « Precession(m) n = number of thresh hold (VIII)

4.3 Mean Average Precision (MAP)

MAP is the mean of the AP values over all queries. It provides a summary of the overall performance of the system. Mean
average is computer by equation IX.

1 n
MAP = - Z Average Precision of class K n = number of classes. (IX)

m=1

4.4 Recall (R)

Recall is the ratio of retrieved relevant images to the total number of relevant images. It measures the completeness of the system
in retrieving all relevant images. Recall is calculated by equation X.

Number of revelent images retrieved

= X
Total number of relevent images in the data set )

4.5 F Score

F score is the harmonic mean of precision and recall. It provides a single metric that combines both precision and recall. F score
is computed by equation XI.

Precision . Recall

. XI
B2 . Precesion + Recall (XD)

Fﬁ = (l-l- ﬁz)

It is important to note that no single metric can capture the overall performance of a content-based image retrieval system.
Therefore, it is recommended to evaluate the system against multiple metrics to assess its overall robustness.

5 Conclusion

In conclusion, this review paper sheds light on the significant challenges encountered by deep learning in content-based
image retrieval (CBIR). The heavy reliance on large labeled datasets poses efficiency concerns, particularly in domains where
acquiring such datasets is arduous. Additionally, scalability issues in CBIR systems limit their ability to perform accurate
retrieval across diverse image datasets in various domains, impacting their practical applicability. The importance of interpreting
deep learning models cannot be overstated, especially in critical fields such as healthcare and finance, where decisions based
on model outputs carry significant consequences. Understanding the internal workings of these models is vital for ensuring
their trustworthiness and facilitating the analysis of their decision-making processes. As we look ahead, the future of CBIR
hinges on the development of robust algorithms that tackle the challenges of huge datasets and model interpretability.
Self-supervised learning, transfer learning, and interpretability techniques emerge as promising avenues to overcome these
hurdles. By embracing these innovative approaches, we can enhance the efficiency and overall performance of CBIR systems,
making them more adaptable, dependable, and well-suited to handle diverse image collections and real-world scenarios. These
advancements hold the potential to revolutionize CBIR and expand its applications across various industries, enabling more
effective and accurate image retrieval solutions.
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