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Abstract

Objective: To predict sentiment of the Airbnb text reviews using Long Short
Term Memory (LSTM). To improve the accuracy and performance metrics.
To identify customer satisfaction and dissatisfaction factors of the Airbnb
customers using Sentiment Analysis and Topic Modeling. Method: The study
is divided into two parts after performing necessary pre-processing steps. First
part focuses on sentiment analysis using LSTM. Dataset is created by combining
review data of 3 cities, then, operations like pre-processing, sentiment analysis,
label column creation, under sampling etc. were conducted. After this, data was
trained on the configured LSTM Model. The second part of the study was Topic
Modeling after applying Sentiment Analysis, on an Airbnb dataset, to derive
and understand customer satisfaction and dissatisfaction factors.Findings:
Sentiment Analysis using LSTM showed training accuracy of 96.37%.and testing
accuracy of 93.89%. The performance metrics showed promising results. The
topics found for negative and positive sentiment portraying the customer
satisfaction and dissatisfaction factors after Topic Modeling align with the
existing literature findings and are important to generalize the existing
literature as well. Novelty: Improved performance metrics like Accuracy, F1-
score and Recall for sentiment analysis using LSTM. Results stating customer
satisfaction and dissatisfaction factors add value to the existing literature and
help to generalize findings.

Keywords: Natural Language Processing; Sentiment Analysis; Topic Modeling;
Deep Learning; LSTM; Customer Satisfaction

1 Introduction

The sharing economy can be defined as, a system in which people can share their
possessions with others for free or with a fee, with the help of Internet, for e.g., Airbnb.
Previously, comparative studies were done for sentiment analysis using different deep
learning approaches like Recurrent Neural Network(RNN), Gated Neural Networks,
LSTM, Bi-LSTM etc., on datasets like Kaggle datasets, Yelp dataset, Sentiment140 . The
results obtained showed 81% and 32% F1-score for positive and negative sentiment on
Kaggle dataset (!, 95% accuracy on binary sentiment classification using LSTM
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on Yelp dataset ), and 82% accuracy using RNN on the Sentiment140 dataset®. The result of this study shows a significant
improvement in the training and testing accuracy for Sentiment analysis using LSTM approach. As data from different cities
is helpful to generalize the results®, this study obtained data for 3 different cities from InsideAirbnb.com. The approach for
sentiment analysis using LSTM, included conditional labelling the dataset using the Valence Aware Dictionary and sentiment
Reasoner (VADER) score, instead of manually labelling the dataset or considering pre-defined labeled dataset. The conditional
labelling was used to convert the dataset into supervised learning approach to train the configured LSTM Model. Improved
results were obtained, with F1-score of 97% and 57% for positive and negative classified sentiment, respectively.

Sentiment analysis studies can be used for designing effective strategies for tourism destinations®). Customer satisfaction
and dissatisfaction is not justifiable using the six elementary scores which are provided by InsideAirbnb.com, was stated by
authors in(® and?). Therefore, variety of approaches were followed to find different topics that influenced guest sentiment.
These approaches included manual intervention, and algorithms or combination of tools like, Latent Dirichlet Allocation (LDA)
and Mallet toolkit®, LDA®), ROST CM6 and LIWC 19, Microsoft Excel and NVivo Plus version12 1), supervised Latent
Dirichlet Allocation (sLDA)1?), VADER ('), Using VADER and LDA for sentiment analysis and topic modeling on the review
text data, this study was able to uncover the customer satisfaction and dissatisfaction factors for Singapore. The results obtained
showed topics like price, location, host interaction influencing customer satisfaction, which lie in line with previously obtained
results. The previous studies by authors (1>-19) show that location, host interaction are major influencing factors for the customer.
The results obtained in this study support and added value to the existing literature, and also can be considered as taking a step
to justify that location and host interaction are important factors irrespective of the place, for the customers.

2 Methodology

This section is divided into two parts with the same pre-processing steps, first part being Sentiment analysis using LSTM, for
positive and negative sentiment. The other part, Topic Modeling on reviews for positive and negative sentiment to understand
customer satisfaction and dissatisfaction factors. VADER lexicon is used for obtaining sentiment scores on the cleaned processed
text reviews. After sentiment analysis LDA is used for topic modeling. The block diagram in Figure 1 shows the methodology
in brief.

Data Collection

'

Data Pre-processing

'

Sentiment Analysis

' v
LSTM
Architecture

v v

Results Results

Topic Modeling

Fig 1. Block Diagram of LSTM and Topic Modeling Methodology

2.1 Data Collection

Customer review data is generated in millions by Airbnb’s 17). This review data can be used to gather insights and understand the

nature of reviews. This review data is available on InsideAirbnb.com. For this study, we gather review data for Portland, Sydney,
and Singapore from InsideAirbnb.Com. To create one combined dataset for training, the three datasets are concatenated to
form a single dataset, which is later split in training and testing sets for modeling purposes.
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2.2 Data Preparation and pre-processing

Text cleaning and pre-processing is a necessary step before moving to modeling. It is important to remove unnecessary or non-
relevant pieces of information from the data which may affect the modeling and ultimately the performance metrics. Using
Natural Language Processing, the reviews were pre-processed and cleaned by performing the following series of steps:

1. Removing stop words

2. Removing hashtags

3. Removing URLs and HTML tags

4. Removing emojis

5. Convert the texts to lower case.

The pre-processing was done by making use of regular expressions. Stop words were removed with the help of nltk stopwords
library. The returned processed texts were lemmatized using WordNetLemmatizer. Lemmatization is where a word is converted
to its root form. While converting the word, lemmatization is known to the consider the context of the word and then convert
it to its root form which is meaningful.

2.3 Sentiment Analysis

scores

{'neg': 1.0, 'neu': 0.0,
'pos': 0.0, 'compound...

{'neg': 0.0, 'neu': 1.0,
'‘pos': 0.0, ‘compound...

{'neg': 0.0, 'neu': 0.633,
'pos': 0.367, 'comp...

{'neg': 0.0, 'neu': 0.0,
‘pos': 0.0, '‘compound...

Fig 2. Output returned in the form of dictionary

Sentiment analysis on the pre-processed dataset was done using VADER lexicon(lg)portrays neutral, positive, or negative
emotion/polarityThedataframe with the processed review texts are passed to VADER to get the sentiment scores for each review.
The result returnedwas in the form of a dictionary (Figure 2 ) was split into their columns respectively (Figure 3), for further
processing.

neg neu pos compound

1.000 0.000 0.000 -0.5423
0.000 1.000 0.000 0.0000
0.000 0.633 0.367 0.4404

Fig 3. Output split into columns

Data Pre-processing, cleaning and the Sentiment analysis are the common steps taken for the datasets before proceeding
to the two parts of research. Sub-section 2.4.A contains implementation details of LSTM and Sub-section 2.4.B contains Topic
modeling implementation.
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2.3.1 Deep Learning using LSTM

LSTM is a well-known RNN Architecture. LSTM is known to handle the problem of vanishing gradient. A LSTM Unit has three
gates. Each unit consists of Forget Gate, the Input Gate, and the Output Gate, respectively. The information flow is controlled
by these three gates. To put in simple words, Forget Gate is responsible to decide if the information which has been received
should be forgotten or it should be retained. Input gate then learns new pieces of information and output gate sends this updated
information to the next LSTM unit. LSTM also has the hidden state and the cell state. The hidden state is called as short-term
memory and the cell state is called as long term memory.

After getting the sentiment scores by using VADER, the resulting dictionary was split into respective columns. For the
modeling we only considered positive and negative reviews. In this research we create the label column with the help of
comparison between VADER returned scores instead of manually labelling each text review as positive or negative. A label
column was created, for every row containing review and the sentiment scores for the review. If the positive sentiment is greater
than negative sentiment, label is marked 1, and if negative sentiment is greater than or equal to positive sentiment the label
is marked 0. The label counts are shown in Table 1. This label column is the output column, on which the LSTM Model was
trained.

Table 1. Label Counts

Label Counts
1 - positive 603885
0 - negative 26332

The train test split was performed, post which the text data was tokenized using Tokenizer from keras library. The sequences
were padded with 0 to make them of same length. The maximum length to which the sequences were padded was 300. The
vocabulary size obtained was 139380.

As observed from Table 1, the dataset is an imbalanced dataset, the total counts of labels 1 and 0 are unequal and
have a concerning difference. Minority examples may get ignored or misclassified compared to the majority examples in
machine learning algorithms, due to huge difference between the number of observations '), To make the dataset balanced,
RandomUnderSampler() from imblearn library was used for under sampling the data to have equal counts for the labels. The
counts after resampling the data are given in Table 2.

Table 2. Label counts after Under sampling

Label Counts
1 - positive 21066
0 - negative 21066

After the processing was done, the LSTM model is trained on the training data. Sequential LSTM model was used for training
with 100 units of LSTM, embedding layer, 0.5 dropout, and the resulting dense layer had one unit which used sigmoid activation
function. Adam optimizer was used during model compilation. The training data was fit with batch size of 150 for five epochs.
The hyperparameter values are shown in Table 3. The summary of model is shown in Figure 4.

Table 3. LSTM Hyperparameters

Parameter Value Parameter Value
Input Length 300 Embedding size 300
Dropout 0.5 LSTM Size 100
Recurrent dropout 0.2 Epochs 5
Batch Size 150 Loss Binary Cross entropy
Optimizer Adam Output Activation Sigmoid
2.3.2 Topic Modeling

Airbnb hosts should know the specific and influencing factors which are crucial for building and gaining the customer’s trust.
Understanding the customer satisfaction and dissatisfaction factors is a major step in helping hosts make changes in their
respective Airbnb and taking crucial decisions which will help them satisfy customer needs, in return gaining customers trust
and satisfaction.

https://www.indjst.org/ 2129
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Model: "sequential"

Layer (type) Output Shape Param #
embedding (Embedding) (None, 300, 300) 41814000
dropout (Dropout) (None, 300, 300) 0

1stm (LSTM) (None, 100) 160400
dense (Dense) (None, 1) 101

Total params: 41,974,501
Trainable params: 160,501
Non-trainable params: 41,814,000

Fig 4. Model Summary

Topic Modeling was done only on the Singapore review dataset. After completing pre-processing of the texts and applying
sentiment analysis on every review, for every listing, the sum of positive and negative sentiment is calculated, and accordingly
split into two different dataframe. For all reviews in a listing, when collective positive sentiment sum is greater than collective
negative sentiment, the listing review details are added to positive sentiment dataframe. Similar procedure is done to create
negative sentiment dataframe. We do this primarily, to have topics for each sentiment, respectively.

The text reviews are vectorized using word2vec word embedding. Topic Modeling was done on both data frames using LDA
from genism library. LDA is a probabilistic algorithm introduced by authors ??), which is used to discover the hidden topics in
text data.

3 Results and Discussion

3.1 Deep Learning using LSTM

The training accuracy was obtained to be of 96.37%. And the testing accuracy was obtained of 93.89% on the testing data. The
performance metrics that are considered for the research are recall and F1 score. The higher score of recall can be interpreted
as, the model being able to identify higher number of true positives. The higher the f1-score, means the model performance is
better.

The performance metrics obtained on the testing dataset are specified in Table 4. 94% and 99% recall score were obtained for
positive and negative reviews, respectively. This can be interpreted as; the model is able to predict positive and negative sentiment
properly. 97 % and 57% f1-score were obtained for positive and the negative sentiment, respectively. The performance metrics
proves that the model is able to differentiate between positive and negative reviews, which were marked based on the scores
obtained from sentiment analysis using VADER and not manually.

F1-Score of 81% and 32% was obtained for positive and negative reviews respectively by authors of ) for sentiment analysis
using LSTM on a Kaggle dataset. 95% accuracy was obtained by authors!®) for binary sentiment classification using LSTM,
which used GloVe and word2vec word embeddings, on Yelp dataset. 82% accuracy was obtained for sentiment analysis using
RNN on Sentiment140 dataset by authors ). This study shows improved training and testing accuracy, performance metrics
like F1-score and Recall, compared to results from previous studies.

Table 4. Performance Metrics obtained on testing dataset

Recall F1-Score
1 - positive 0.94 0.97
0 - negative 0.99 0.57

3.2 Topic Modeling

The positive topics that are observed the most were, price, location, cleanliness, and the host. “Worth price, “Value for money;
‘affordable, were the keywords identified for the ‘price’ topic. ‘Beautiful, ‘view; sky’ were some of the keywords stating the topic
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‘location” And, ‘responsive; ‘friendly; ‘service’ were some keywords specified for the host and the staff of the Airbnb. Regarding
the negative topics the most stood out topic was the ‘location’ of the Airbnb, stating keywords like ‘noisy; loud, ‘screaming’ etc.

Research results by authors 13) discovered that the host communication was found pleasant by the customers. The findings
by authors of 1?) and *, share a common factor for customer satisfaction being the neighborhood the listing is in, which also
align with the ‘location, topic found in the second part of this paper. Guests are bothered by the loud noise in the surrounding
or by the host. The guests like it when the location is a beautiful place. Location and host communication, accommodations
were common customer satisfaction and dissatisfaction factors found in the previous studies as mentioned in the introduction
section. These factors seem to be commonly occurring for most cities review data. The results from previous studies, align with
the results obtained in this paper, which help us to understand the factors affecting satisfaction and also the dissatisfaction of the
customers. Host being friendly towards the guest and having good communication with them, makes the guests to feel positive
emotions. This study adds more proof to the existing literature, on the factors affecting customer reviews, thus adding value to
it. This study also helps to justify that location, and host are major factors, and thus adding more generalizability to the Airbnb
review literature.

The studies mentioned in the introduction section suggest that the host should be more aware of the guests and have excellent
communication with the guests, because host friendliness, service and staff behavior are the important factors which contribute
towards the positive sentiment of the guests and their satisfaction. The results obtained in this paper, align with the results
conducted by most studies which state the main factors affecting customer satisfaction and dissatisfaction are, host interaction,
the accommodation environment and the amenities provided. The customer satisfaction factors which were discovered in this
paper, price, location, host behavior, are found to be major influencing factors for the customer sentiment. The results help us
understand that the customer factors like ‘price; the ‘location’ and what it has to offer, the host and staft services are always
important factors in whichever city they stay.

4 Conclusion

The results of customer satisfaction and dissatisfaction factors can be helpful to generalize the needs and improvements, for the
Airbnb hosts and help improve the customer experience in the future. The hosts should pay specific attention to these commonly
occurring factors which are important for customer sentiment. The important factors like price of the Airbnb, location, and the
host behavior, found in this study, lie in line with the previous studies conducted by various researchers. The results obtained
in this study can be considered as a steppingstone to generalize the customer satisfaction and dissatisfaction factors of sharing
economy to a certain extent.

In this paper we trained LSTM model with word embedding vectorizer. The training accuracy after 5 epochs and batch size of
150 was 96.37%, and the testing accuracy was 93.89%. Considering we trained the model for three different cities, and we had a
vocabulary of 139380, the performance metrics like F1-score and the recall show good results. This study used a unique approach
of converting the data into supervised learning for LSTM modeling, by creating the conditional sentiment label column using
VADER returned scores. When compared to previous studies, improved accuracy and performance metrics are obtained in this
study. The limitation of the study was the computing resources limitation. With stronger computing resources and by combining
variety of datasets, which can create huge vocabulary for training, can help improve results. Future work can target, training
deep learning models by combining variety of review datasets and building vocabulary from various sources, to make the model
stronger, which might help to understand factors influencing the change in performance metrics.
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