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Abstract
Objectives: The main objective of this study is to review and compare the
various methods used for Modi script recognition. Methods: The author has
chosen various methods from 2010 to 2022 that are used to process MODI
Script. The distinct methods employed for feature extraction and classification
are compared for various datasets. A discussion on the significance of the
selection of correct feature extraction and classification techniques and the
comments on themethods suited to specific applications is provided. Findings:
Currently, there are very fewMODI translators. In contrast, millions of historical
documents written in MODI remain unexplored. Novelty: The Convolutional
Neural Networks (CNNs) has been used successfully for recognizing MODI
Script characters. In the present study the author finds that, compared to all
techniques, CNN provides maximum accuracy of 99.78%. Hence, CNN is the
best character recognition technique for the MODI script.
Keywords: Distance Classifier; Feature Extraction; and Classification;
Handwritten Characters; MODI Lipi; Character Recognition

1 Introduction
The Marathi language is primarily written in MODI, a Brahmi-based language. Up
until 1950, when everyone shifted to the Devanagari character, the MODI character
was widely used. Writing formal papers, cultural writings, and sacred publications all
used the MODI alphabet. In this consequence, MODI Script was most frequently used
in ancient writing from the 12th century to the 19th century in Maharashtra state of
India. However, the screenplay is still unknown to the majority of people. The research
focuses in this paper is concentrated on the recognition of handwriting characters and
their translation into the Marathi language (1).

The MODI language was in use until the 20th century and traces back to the 12th

century. The MODI Script has been used by the Peshava Kalin Kingdom and Shivkalin
for documentation. Figure 1 displays the message written by Ch. Shivaji Maharaj in
Modi script. The MODI writing formats underwent numerous modifications over the
time. The MODI Script was originally known as ”Adyakalin” in the 12th century, and it
changed into ”Yadavkalin” in the 13th century. The ”Bahamanikalin” of the 14th to 16th

centuries, followed by the ”Shivakalin” of the 17th century, represents the subsequent
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stage of growth (2).

Fig 1. Illustrate the letter written by Chh. Shivaji Maharaj in MODI Script [Source: Language Services Bureau]

The Modi lipi or script originated as a cursive style of writing Marathi. This script was in use for close to 600 years, primarily
from the 14th century BC up until the 1950s. From that point in time, the Modi Lipi was replaced by the Devanagari or Balbodh
script for use in written Marathi. Modi Lipi is written using the cursive style of writing making it arduous to read. It was this
style that made it possible for the Modi Lipi to be used for faster writing as a sort of shorthand script. Indian scripts fall into
two major categories: those with the shirorekha or head bar and scripts without the head bar. Modi Lipi belongs to the former
category. A significant property of theModi Lipi is that, as a rule, it is written without lifting the pen.This is what gives the script
its cursive characteristic. It does not factor in the length of the vowel and unlike Indic scripts such as Devanagari and others; it
does not include conjunct consonants. In addition, the Modi script was utilized for encrypting messages as all the people were
not well versed in reading the Modi Lipi (3,4).

1.1 Rationale of the Study

Since 1950 Marathi language uses the Devanagari script instead of MODI however, a majority of the historical documents
that are stored in the archives are all scripted in MODI. Presently there are very few experts who are capable of transliterating
documents that arewritten inMODI to another language or understandable form.Hence restoring these documents has become
a complicated task. This is the inspiration for developing a system that is capable of recognizing text written in the documents
using the MODI Lipi and preserving them for the future (5).

These historically significant documents have been scripted in MODI with major differences in the style of writing which
includes crucial representation of characters in cursive form and compound character styles. Very little research effort has been
put into the digitization of historical documents using character recognition in MODI Lipi. These documents were created on
paper and cloth material and some with wooden cover pages. It is very complicated to maintain paper material documents for a
long duration (6). It has been more than 50 years since those precious documents were drawn up and some of them are about to
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degrade due to inappropriate facilities to maintain them. Many records that are stored in places like private libraries, temples,
school records, and historical palaces are maintained in detrimental conditions. Hence digitization of these huge numbers of
historical documents is necessary (7), (8).Themain rationale of the research is the digitization ofMODI Lipi to preserve historical
documents.

1.2 Significance of the Study

Thedigitization ofModi script is not only a requirement of India but also other countries such as Europe, South Asia, Denmark,
etc. These countries also have preserved historical documents written in MODI Lipi. In India, Maharashtra state has various
archives with greater parts of these documents. Ample historical ’MODI’ documents are being stored in the following archrivals:

• Bharat Itihas Sanshodhan Mandal, Pune (BISM)
• Rajwade Sanshodhan Mandal, Dhule (MS, India)
• Tanjawar’s Saraswati Mahal
• Oriental manuscript section of Chennai’s Connemara University
• Maratha History Museums, Deccan, Pune.

Before 1950 the use of Modi Lipi was extended to various routine activities like business accounts, education, managerial
documentation, and journalism. All these historical documents provide valuable information about the history of Maharashtra
in the field of politics, sociology, and economics. There were various types of documents like zamindars (land records), Taleb
(balance sheets), rocking (military papers), decades (village records), nivadpatras (judicial paper), kaifiyats (questionnaires or
narratives), and documentation regarding matters of property (9,10).

In previous papers, researchers used different techniques to identify the implementation of the extraction of wavelet
transform-based features for character recognition of the Modi Lipi, and they used different methods based on a convolutional
autoencoder for recognizing handwritten MODI script. But due to few reasons, the outcome was not 100% accurate. In this
paper, the author reviews various papers about the Modi script to find out the best method for the identification of Modi lipi.
This paper addresses techniques being used in identified contributions of Modi Lipi Recognitions.

1.3 Literature Survey

Joseph S., et al. (2022) (11) in this work authors discuss the implementation of the extraction of wavelet transform-based features
for character recognition of the Modi Lipi. For the experimentation, the authors have used Daubechies, Haar, and Symlet
wavelets, andhave compared the variousmotherwavelets they used as a decision tree classifier for the procedure of classification.
To undertake this experimentation, a total of 4600 characters of the MODI script were used out of which 3220 were set aside
for training samples and 1380 were set aside for testing samples. The outcome has shown that Daubechies wavelet was 91.75%
accurate in recognizing the MODI characters.

Joseph S., et al. (2021) (12) the authors in this study made use of a character recognition technique based on a convolutional
neural network (CNN). The dataset in this technique was subjected to augmentation. The authors used various types of
augmentation techniques like on-the-fly (real-time) augmentation and the offline method (data set expansion method). Out
of the two methods, the on-the-fly approach accomplished an accuracy of 99.78%, and the off-line technique accomplished
99.47% accuracy.

Joseph S., et.al. (2021) (13) in this approach, there is a proposal to use a method based on a convolutional autoencoder for
recognizing handwritten MODI script. The objective of the method is to try out a deep learning technique to extract features
to build an efficacious character recognition approach for isolated handwritten MODI scripts. KNN classifiers are used in the
classification phase to categorize features that are extracted from the autoencoder. A comparison of the performance of two
distinct classifiers like SVM and KNN is also undertaken in this method. As result, the KNN classifier had achieved 99.4% and
SVM had achieved 99.3% accuracy.

Tamhankar P.A. et al. (14) have applied the algorithm by using the Rectified Linear Unit neuron activation function in the
convolutional layers and the softmax neuron activation function in its fully connected layer in this method. The method uses
the max pooling layer to detect features. The design of the model calls for 32 convolutional filters with a size of 3 × 3 × 1. The
model is trained to make use of over 40000 samples of characters that belong to 31 varying class labels. The neural network that
was trained was tested using over 10000 character samples and accomplished an overall accuracy of 65%.

Mahajan K. et al. (15) have primarily use the CNN algorithm. Experimentation is being performed on a dataset of 58
handwritten characters with 100 variation images of each character and CNN with Alexnet model achieved 89.72 % accuracy.
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Chandra S. et al. (8), the authors here have created an image dataset for handwritten MODI characters along with Deep
CNN (DCNN) and Alexnet as a network that is pre-trained for transferring weights for retraining the network. This network
employs a feature extractor used for extracting features from the various layers of the network. In order to procure classifier
models; a Support Vector Machine (SVM) is trained on activation features. The authors have formulated the problem in two
domains, source, and target as, Ds =

(
XS

I
}
|ns
i=1 and Dt = DI

t ∪ DI
t = (X t

i }|
nI

t
i=1 ∪ (X t
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in source (training and testing) and target domain with size ns and nt , respectively. The authors obtained accuracy of 92.32%
in recognizing handwritten MODI characters.

Shah R. et al. (16), in this work the authors focused on three main challenges of the MODI OCR. The first one is that there are
no boundaries for any of the words resulting in all the words being connected. This leads to the length of a word being much
more than words in any other Indian language. The second challenge is that the documents written in MODI are all primarily
handwritten. The third challenge is that the text is written on documents that are making line segmentation harder. The goal of
this network is to resolve the first concern using a deep neural network. The CNN Model focused here takes the input image
and produces a features map of V’ = (D*H*W). D denotes the number of output channels which is 512. H and W denote feature
map height and width which are image height as well as image width divided by 8 after max-pooling respectively. The authors
produced 303571MODI line images synthetically alongwith noise as well as a blur for this experiment utilizing aMODI_SAHO
font that was developed in-house. This experiment describes the usage of OpenNMT architecture used in recognition because
of flexible hyperparameter tuning and the usage of a neural encoder-decoder model with an attention technique for the MODI
OCR. The authors assessed the performance of the text recognition using the images that had been produced synthetically. The
evaluation of this method was based on the text output of the line images. The authors attained 99.97% accuracy with the use
of this test.

Joseph S. et al. (17), the authors of this study came up with a proposal based on the application of two techniques that use the
distance classifier approach for classifying MODI script that is handwritten. The first experimental setup used the Euclidean
distance classifier and the second setup used the Manhattan distance classifier. The respective accuracies obtained were 99.28%
and 94%.

Joseph S.et al. (18), a discussion of the implementation of a feature extractor that employs a CNN autoencoder for the MODI
script to recognize characters is undertaken in this work. For the features to be classified next, the features are fed to the Support
Vector Machine classifier. In this research, RBF kernel is used, which is expressed a, K (x,x) = expexp

(
− ∥x−x∥2

2σ2

)
. Where

∥xi − x j∥2 is recognized as square Euclidean distance between two vectors and s is a kernel parameter. The accuracy reported
in this work is 99.3% and the size of the data is 4600 MODI Characters.

Parag Tamhankar et al. (19), in this work, the authors undertake to segment individual characters fromMODI documents that
are handwritten. As the characters of one line are written with the hand not being lifted, the outcome of the Vertical Projection
Profile (VPP) technique is not adequate. The approach presented here is a novel one to isolate individual characters that use a
criterion of dual thresholding for minimizing the error of character segmentation. The accuracy of character segmentation is
67%.

Sawant S. et. al. (20), the primary goal of this study was bridging the gap between the two scripts, Devanagari and MODI with
the development of a method for mappingMODI characters that have been recognized to their corresponding characters in the
Devanagari script. The dataset of the authors is made up of 57 varying classes of MODI script characters. The authors proposed
a deep-learning CNN architecture with little pre-processing for character recognition. The goal of the method is to come up
with a good rate of recognition.

Mahajan K. et al. (21), the authors in this research work investigate the concerns that arise during the digital transcription of
ancient text documents that are handwritten and highlight the concluding remarks of analytical research.

Kulkarni S. A. et al. (22), the main interest of this study was a proposal for Partial Character Recognition (PCR) for theMODI
script and a performance evaluation of the method proposed here with an application of varying classifiers. The partial area
of character (PAC) represented the percentage of partialness in the image of the character. PAC was extricated with the use of
different planar geometrical shapes that included a square, a circle, a rhombus, and a triangle. The application of these shapes
helped discover patterns and find areas and lengths of the PAC which in turn aided in the estimation of the extent to which a
given ideal character was incomplete. The framework in this study undertakes an analysis of the experimental outcome along
with Decision Tree, k-NN, LDA and QDA, Naïve Byase, and SVM as compared to Euclidean distance classifiers. Research has
revealed the percentage of confidence in the recognition rate (CRR) at 94.92% for making use of Zernike moments and 97.68%
for the partial handwritten MODI characters making use of soft computing methods along with an integrated approach.

Solley J. et al. (18), here in this study, the authors came up with an overview of the different feature extractors as well as
classifying methods that are used in recognizing the MODI characters. They also provided an assessment and a comparison of
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these methods.
Deshmukh M. et al. (23), this approach has come up with a multistep technique for the segmentation of the MODI script

characters based on an assessment of the density of the background pixel of the global and local horizontal zones of the text
line. The segmentation of the isolated, overlapping, and touching characters is achieved with efficiency by making use of the
proposed MODI character segmentation approach.

Solanki B. et al. (24), the work in this research tries to enhance image eminence, improve the contrast value and also segregate
the background and foreground information. There is a proposal in the study for binarizing the images of the MODI characters
with efficiency. The authors used two performance parameters for measuring the effect of the varying thresholding techniques.
These performance parameters are mean square error and peak signal-to-noise ratio. The outcome of this states that Otsu
thresholding method demonstrates an effective way of binarizing the MODI vowels in a more appropriate form.

Deshmukh M. et al. (25), the authors have come up with an innovative technique for segmenting text lines in handwritten,
unconstrained, and freestyleMODI scripts.Making use of the estimated location of the text region, estimation and segmentation
of the true text line location are undertaken.The authors apply this new approach recursively on the estimated line segments till
there is no separation in the individual text lines. The technique can manage different types of documents such as non-uniform
Shirorekha, multi-skewed, variable-sized characters or text tones, and touching as well as overlapping line segments proving
the robustness of the algorithm. Various old handwritten MODI documents are used to test and compare this technique.

Maurya R. K. et al. (26), in this research, the authors have described the framework of digital character recognition of
handwritten MODI script, more so for the cursive writing style. To determine how much the features from the hybrid feature
space contribute, this techniquemakes use of empirically decided heuristics.Thehybrid feature space utilizes a normalized chain
code along with a feature vector that encompasses multiple holes, endpoints as well as zones that are associated with a specific
character. The results showed an average and best performance for recognition using the method proposed herein at 91.20%
and 99.10% respectively. An experimental outcome demonstrates that the empirical model that is proposed is appropriate for
discrete MODI script characters. The work done in this study produces a potential for a model that is independent of the size of
the handwritten characters along with those characters that have loops and occluding structures. The outcome also reveals that
the framework is independent of the writing style and it applies to cursive as well as non-cursive variants of the MODI script.

Shekhar, Chatterjee (20), in this thesis has worked on a description of a design for a logically modified font type for theMODI
script. The premise is that this will be used in the printing of educational books, websites as well as mobile applications. The
primary goal of this research work was an investigation of the requirement for new fonts needed for the Modi script. Previously
no uniform standards for character encoding existed for the MODI script. Considerable efforts on the part of Mr. Anshuman
Pandey resulted in the creation of this font in Unicode. The contribution of this work will be helpful to restore MODI script
historical documents digitally by using these fonts and it will benefit beginners in learning the MODI script with the creation
of informational books.

This research work will proceed in the direction of MODI Lipi Handwritten Character Recognition with the analysis and
relevance of other languages which have nearly the same pattern of characters as that ofMODI.MODI can bemainly compared
with the Devanagari script since the basis of MODI is the same model as the Devanagari script. The difference is in letterforms
and rendering behaviors of the characters. There are certain similarities in the shapes of some of the vowels, consonants, and
vowel signs. Some environments like the consonant-vowel combinations as well as consonant conjuncts which are the basic
features of the MODI script reflect the real differences in the way these characters behave.

Patil P.A. (27), in this research, the focus of the author is on the extraction of literature from the MODI script. The work is
done on a detailed algorithm required for MODI script OCR. In the devised solution, after the initial stage of segmentation,
this research concentrates on extracting features making use of Affine Moment Invariants (AMIs) to calculate the moments of
each character. These moments are utilized in building training and testing databases. Subsequently, Fuzzy Logic classification
is performed. In results, AIMs-based classification has given highly reliable results in case the deformation that occurs between
the templates and the unknown characters is more or less affine. The features extracted by AMIs are more or less similar to
the differences in handwriting, but some character features can give rise to complexity. The authors have defined the scope of
the work to improve the success rate of their work despite major differences in characters that are a result of different styles of
handwriting. Affinemoment invariants (AMIs) - general affine transformation is given by, u = ao+a1x+a2y and v = bo+b1x+b2y
where (x,y) and (u,v) are coordinated in the image plan before and post the transformation respectively.The four simplest AMIs
utilized for character recognition are:

The mean and standard deviation are calculated for each kind of feature such as {the Mean Mi =
1
Ni

Ii(k) and Std-Dev σi =√
(Ii(k)− Mi)

2 Where N, represents the number of samples in the lth class and I i(k) is the kth feature value of reference
character in the ith class. In this work, for unknown input character X, the corresponding features will be extracted. The Fuzzy

https://www.indjst.org/ 1939

https://www.indjst.org/


Varpe & Sakhare / Indian Journal of Science and Technology 2023;16(26):1935–1946

Table 1. AMIs utilized for character recognition
I1 = 1/m4

00(m20m02 – m2
11)

I2 = 1/m10
00(m2

30m2
03 – 6m30m21m12m03 + 4m03m3

21 – 3m2
21m2

12)
I3 = 1/m7

00(m20 (m21m03– m2
12) – m11 (m30m03 – m21m12) + m02 (m30m12 – m2

21))
I4 = 1/m11

00 (m3
20m2

03 – 6m2
20m11m12m03 + + 9m2

20m02m12 + 12m20m2
11m21m03+ 6m20m11m02m30m03 –

18m20m11m02m21m12– 8m3
11m30m03– 6m2

20m02m12+ 9m20m2
02 m21+ 12m2

11m02m30m12+ 6m11 m2
02m30m21+ m3

02m2
30)

Gaussian Membership Function to get the maximum membership values,mxi = exp – Where Xi represents the ith feature of
the unknown character. It has preferred a database of handwritten vowels to form a trained database. It eliminates the issue of
varieties in handwriting somewhat. This work is done on vowels only, which needs to enhance the success rate for variation in
character because of varying styles of handwriting.

Chandure S.L. et al. (28), the creators of this system present a technique that is both, non-neural as well as neural. It can
be used to classify various characters, specifically Devanagari or MODI vowels. This method uses pre-processing and extracts
making use of Chain code histogram as well as Intersection junction techniques.The authors have used BN, KNN, and SVM for
training and classifying characters of both, MODI as well as Devanagari. The authors compare the two scripts based on the rate
of recognition. However, the rate of recognition that is acquired for MODI is less in comparison to Devanagari because vowels
that have a similar shape are misclassified. Hence, a different technique is required for the MODI characters as compared to
Devanagari to enhance the performance. Moreover, the rate of recognition can be raised even more by accounting for a large
dataset for the process of classification.

A. Kulkarni Prashant et al. (29), this study attempted to express the effectiveness of Zernike Complex moments and Zernike
moments with different zoning patterns for recognizing handwritten MODI characters offline. Each character was broken up
into six zoning patterns that had 37 zones. The zoning patterns were created utilizing geometrical shapes.

The Zernike Complex polynomial is used for the 10th order with two repetitions. Zernike moments, Znm
of order n with repetition m, is defined in polar coordinates (r, Θ) inside the unit circle as follows, Zmn =
m+1

π
∫ 1

0
∫ 2π

0 Rnm (r)e− jmθ f (r,θ)rdrdθ , 0 ≤ (m| ≤ n, n− (m

Where, f (r,θ)≈ ∑M
n=0 ∑m ZnmRnm (r)e jmθ and Rnm (r) = ∑

(
n− (m|

2

)
k=0 (−1)k (n−k)!

k!
(

n−2k+(m|
2

]
!
(

n−2k+(m|
2

] rn−2k

This research attained a rate of recognition that was 94.92% accurate by using Zernike moments and 94.78% accurate with
the use of Zernike complex moments with an integrated approach for heterogeneous zones.

Kulkarni S. A. et al. (30), the issue of identifying shapes in Handwritten Optical Character Recognition (HOCR) has been
addressed by the authors in this work. To enhance the results, extracting features is addressed by definition of the shape of
the character in as precise and unique a manner as possible. The methodology of the Zernike moments describes shapes;
identifies rotation invariant due to its characteristic of Orthogonality. This study also describes the efficacy of Zernike moments
in comparison to Hu’s seven moments with zoning for automatic recognition of MODI script characters that are handwritten.
InHu’s SevenMoments,ϕ1 to ϕ6are defined as absolute orthogonal invariants moments that are not dependent on position, size,
and orientation and ϕ7is the skew orthogonal invariant. These features can recognize properties of characters and numerals.
Hu’s seven invariant moments are defined as:

∅1 = n20 + n02
∅2 = (n20 −n02)

2 + 4n2
11

∅3 = (n30 −3 n12)
2 + (3n21 −µ03)

2

∅4 = (n30 −3 n12)
2 + (n21 + µ03)

2

∅5 = (n30 −3n12)(n30 +n12)
(
(n30 + n12)

2 − 3(n21 + n03)
2
]
+(3n21 −n03)( n21 + n03[3(n30 + n12)

2 − (n21 + n03)
2]

∅6 = (n20 −3n02)
(
(n30 + n12)

2 − (n21 + n03)
2
]
+ 4n11 (n30 +n12)(n21 −n03)

∅7 = (3n21 −n03)(n30 +n12)
(
(n30 + n12)

2 −3(n21 + n03)
2
]
− (n30 −3n12)( n21 + n 03[3(n30 + n12)

2 − (n21 + n03)
2]

Also, Zernike moments are formed using a set of complex polynomials which form a completely orthogonal set on the unit
disk with

(
x2 + y2

)
= 1. Zmn = m+1

π
∫

x
∫

y I (x,y)(Vmn (x,y)]dxdy Where m and n define the order of moment and I (x, y) the
gray level of a pixel of the image I on which the moment is calculated.

Zernikemoments that had an original image of size 60*60 were broken up into 5 zones where 4 zones were of an equal size of
30*30 and the last fifth zone overlapped one of size 31*31. The Zernike moment features are more reliable and their features are
more accurate for the recognition of handwritten characters in the MODI script as compared to Hu’s seven invariant moments.
Moreover, zoning enhances the rate of recognition by up to 82.61%. The authors have further specified the scope of their work
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to be able to recognize handwritten characters from many more available historical documents.
Besekar D.N. et al. (31) This work focuses on identifying the issue of recognition of handwritten numerals in the MODI

script that are offline. The authors have come up with a proposal for an algorithm for extracting features based on zones. The
solution includes a further division of the character image (30 x 30) into 4 equal zones (15 each). A pixel conversion into polar
coordinates for every zone is next.TheTheta angle and Rh distance from the x-axis aremeasured to get pixel coordinates (Theta,
Rh) for each pixel of the image and zone images. Then using Theta and Rh it computes the variance. This process is applied to
all the numerals of the MODI script. The outcome reveals that when there is a maximum matching of the variance, it results
in the recognition of numerals. This approach attained a recognition rate of 93.5% for the numerals of the MODI script. The
authors have specified the further scope to produce more efficient results with a new zone-based feature extraction algorithm
and extend the work to vowels and consonants of MODI script.

Ajmire P.E. (32) proposed handwritten Marathi character (Vowel) Recognition using the Feature extraction method of Seven
Invariant moments and Clustering done using the Gaussian Distribution Function. Feature extraction using Seven Invariant
moments is given by a function f(x,y), these regular moments are defined by, Mpq =

∫∫
xpyqf(x,y)dxdy .This is implemented

using digital form, Mpq = xpyq f(x, y) . The coordinates of the center of gravity of the image are calculated by, mpq = (x – )p
(y – )q and Clustering is performed using Gaussian Distribution Function: f(x | m, s2) = e where µ is the mean and σ 2 is the
variance. The system was verified on 10 images of each of the 12 handwritten Marathi vowels. During the performance, the
average recognition rate of the vowels before clustering is 59%, and after the clustering is 62%. This work primarily focuses on
vowels only.

A database search on Google Scholar, Research Gate, Science Direct, and other sites was used to conduct the current
review study. Combining keywords like, “Distance Classifier, Feature Extraction and Classification, Handwritten Characters,
MODI Lipi, Character Recognition” were used in the review technique. Title and abstract screening were used for the records’
preliminary review. Additionally, non-extractable data, duplicate research, and inadequate information were grounds for
excluding the Records.

Automatic handwriting recognition has been the focus of research for a long while due to its extensive usage as a means of
communicating. The two phases of automatic handwriting recognition, namely, generation and recognition make up the basis
of study models as well as fundamental techniques (33). However, it is at best, inconsistent as a result of variations in cultures,
fonts, or alphabets and varying styles of authors making it a motivating issue. Handwriting recognition has been researched
for many decades but has yet to encompass numerous local languages including Modi Lipi. This survey covers the analysis of
the research work done in relevance with the Modi Lipi handwritten Character recognition. In the literature there exist some
pieces of work on Modi Lipi’s stylistic text recognition. Here the author are analyzing key work done in the past 12 years (2010
- 2022) specifically for Modi Lipi.

CDAC, Pune took the initiative to create awareness among the new generation of users and helped in the preservation of the
MODI script. CDAC has introduced an Android-based application to learn theMODI script and a web Browser Plug-in to read
existing Marathi (Devanagari) websites in Marathi (MODI) which is being called Marathi (Devanagari) to Marathi (MODI)
Web Converter. This helps the user to read existing Marathi Sites in MODI. Currently, it is a free plug-in that supports Chrome
Browser on Windows, Mac, and Linux.

The Translation Services USA provides translation of MODI to and from any other world language by a MODI translation
team (Real Human Translators) and also offers services for MODI interpretation, transcriptions, optimization of multilingual
search engines, and voice-overs. The team has given an assurance that they can professionally localize any software or website
and they can translate any website scripted in MODI.

Overall analysis of modi lipi research work, as shown in Tables 1 and 2.

Table 2. Represents techniques used to achieve the character recognition rate of MODI Lipi
Sr.
No

Research and
Year

Feature Extraction/ Any
other technique

Classification
/Clustering

Data
type

Dataset Accuracy

1 (34), Joseph
(2022)

Wavelet transform -
Daubechies, Haar, and
Symlet wavelets

Decision tree Characters 4600 MODI Charac-
ters: 3220 Training
Samples and 1380
Testing Samples

Daubechies
wavelet yielded
better character
recognition 91.75

Continued on next page
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Table 2 continued
2 (13), Joseph

(2020)
Convolutional Neural Net-
work (CNN) (10 Layers)

Convolutional Neu-
ral Network (CNN)

Characters Original 4600 MODI
Characters: Data Aug-
mentation Methods –
Offline method (20,
40 Degree rotations,
Gaussian, Salt, Pep-
per Noise), Dataset –
23,030(16100- Train-
ing Samples and 6930
Test Samples)

Data Augmen-
tation Offline
method: 99.47
On-the-fly
method: 99.78%
(Saves Storage
Space)

3 (11), Joseph
(2021)

the hybrid method
called WT-SVD (Wavelet
Transform-Singular Value
Decomposition)

Euclidian Distance Characters Test Dataset WT-SVD 99.56%:
Need to work on
segmentation of
unconstrained
MODI Script
documents

4 (17), Joseph
(2021)

CNN autoencoder (300-D
vector was generated as a
feature vector)

KNN classifier Characters Handwritten Test
Dataset – 4600 Train-
ing Dataset: 3220
Test Dataset: 1380
Performed on-the-fly
augmentation

KNN classifier:
99.4% SVM with
RBFKernel: 99.3%

5 (14),
Tamhankar
(2021)

Convolutional Neural Net-
work (CNN)

Convolutional Neu-
ral Network (CNN)

Characters 40000-Character Sam-
ples belonging to 31
different class labels

Overall Accuracy
is more than 65%.

6 (13), Mahajan
(2021)

Convolutional Neural Net-
work (CNN) with Alexnet
model

Convolutional Neu-
ral Network (CNN)

58
Hand-
written
charac-
ters

Each character has 100
different variations of
images

89.72 %

7 (8),Chand
(2021)

Deep Convolutional Neu-
ral Network (DCNN) with
ReLU

Support Vector
Machine (SVM)

46
classes
(charac-
ters)

4600 character samples
were written by 100
participants

92.32%

8 (19), Chan-
dure (2021)

Deep Convolutional Neu-
ral Network (DCNN) using
AlexNet and GoogLeNet

Deep Convolutional
Neural Network
(DCNN)

46
classes
of char-
acters

27,600 character sam-
ples

95.86% using
GoogLeNet

9 (22), Kulkarni
(2021)

Zernike and Zernike Com-
plex moments

Decision Tree, k-
NN, LDA and QDA,
Naïve Byaseand
SVM, Euclidian
distance classifier

46
hand-
written
charac-
ters

100 repetitions of each
character

94.92% confidence
in recognition rate
(CRR) using
Zernike moments
and 97.68% for
Partial MODI
handwritten
character using
soft computing
techniques

Continued on next page
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Table 2 continued
10 (16), Shah Convolutional Neural Net-

work (CNN)
Convolutional Neu-
ral Network (CNN)

Line
Level

303571 MODI line
images syntheti-
cally with noise and
blur, Synthetic &
Augmented: Train-
121428, Test - 91072,
Validation- 91071

Based on the
OpenNMT archi-
tecture uses
(The PARAM
SHAVAK Work-
station),99.97%
accuracy for Modi
OCR at 90000 step
size

11 (35), Joseph
(2020)

Vectorization (2D) Euclidean Distance
and Manhattan Dis-
tance Classifier

46
(Char-
acters)

100 Samples of each
character

Euclidean Dis-
tance – 99.28%,
Manhattan Dis-
tance – 94%

12 (13), Joseph CNN autoencoder Support Vector
Machine (SVM)

Characters 4600 MODI Charac-
ters: 3220 train samples
and 1380 test samples

99.3 %

13 (36), Sawant,
(2020)

Deep Convolutional Neu-
ral Network (DCNN)
(Map the recognized
MODI characters to their
Devanagari equivalent)

Deep Convolutional
Neural Network
(DCNN)

57 dif-
ferent
classes
of Char-
acters

57000 Handwritten
images

2 Architectures:
1- 2 convolu-
tional layers,
max pooling, and
fully connected
layers 200 epochs-
95.44% 2- 3 con-
volutional layers,
max pooling, and
3 fully connected
layers 200 epochs-
95.97%

14 (26), Maurya
(2018)

Chain Code Empirically deter-
mined heuristics

33
Charac-
ters

60 handwritten docu-
ments with nearly 3200
characters

91.20%

15 (37), Garde
(2016)

Hybrid–Combination
of Invariant and Affine
Moment Invariant

SVM Classifier Characters 3 Datasets with Modi
letter samples Dataset 1
- 700, Dataset 2 -700,
Dataset 3 - 600

Average recogni-
tion rate 89.72%
Dataset 1- 89.71%,
Dataset 2 -
90.14%, Dataset 3
-89.33%

16 (28), Chan-
dure ( 2016)

Chain Code Histogram
& Intersection/Junction
features

KNN, BPNN and
SVM classifier

Vowels Approximately 30
writers were asked
to write on the given
datasheet except writ-
ing characters in the
boxes, no constraints
were enforced

Chain code(KNN-
60% BPNN-37.5%
SVM-65%)
and Intersec-
tion/Junction
features (KNN-
40% BPNN-15%
SVM-47.5%)

17 (27), Patil (
2016)

Affine Moment Invariants
are used for calculating the
moments of each character

Fuzzy Logic Vowels Unclear Handwrit-
ten vowels to form a
trained database

Unclear Up to
some extent over-
comes the prob-
lem of varieties in
handwriting

Continued on next page
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Table 2 continued
18 (38), Kulkarni

S. ( 2015)
The efficiency of Zernike
moments over Hu’s seven
moments with zoning

Euclidian Distance Characters 100 samples of each
46 basic ’MODI’ char-
acters to form a 4600
character set and the
Total data set was of
size 23000 images for
5 zones and 41400
images for 9 zones

82.61% ( Zernike)

19 (29), Kulkarni
(2015)

ZernikeComplexmoments
and Zernike moments with
different Zoning patterns

Euclidian Distance Characters 100 samples of each
46 basic ’MODI’
characters to form a
4600 character set and
divided into 37 zones
to form a data set of
170200 images

94.92% (Zernike)
& 94.78% (Com-
plex)

20 (31), Berserker Chain code histogram and
normalized chain code his-
togram

Feedforward NN Vowels 65 handwritten pages 65.3% to 73.5%

Table 3. Represents techniques used to process MODI Lipi documents
Sr. No Author Technique Data type Dataset Accuracy/ Out-

come

1 (39), Translation-
Services USA
[dated: 26 Feb.
2022]

– Not Applicable Not Applicable Offers services for
MODI interpreta-
tion, transcriptions,
etc.

2 (23), Tamhankar
(2020)

(Character Segmentation
with Author’s proposed
algorithm)

Characters More than 15000 characters Characters Seg-
mentation - 67%

3 (23), Deshmukh
(2019)

Text lines 3000 handwritten Modi docu-
ments ( 1052 text lines)

character segmen-
tation Successful
Segmentation Rate
(SSR) 85.08%

4 (24), Solanki
,(2018)

A threshold model is
proposed for binarizing
Modi character images
efficiently Otsu Global
Thresholding Technique

Numerals For binarizing 168 samples of
Modi character components

Otsu thresholding
technique gives
more accurate
results for binariz-
ing Modi numerals

5 (25), Deshmukh,
(2018)

– Text lines 2540 document images Text line segmen-
tation Accuracy -
Unclear

6 (40), Tamhankar
,(2018)

skew detection, skew
correction using affine
transformation, and
shirorekha extraction
by focusing consecutive
foreground pixels

Complete Line Out of 216 samples, skew detec-
tion and correction were done for
203 samples whereas, shirorekha
extracted for 195 samples

Skew detection,
correction- 93.98%
and shirorekha
extraction 90.27%

Continued on next page
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Table 3 continued
7 (41), Pandey,

(2011)
Representation in plain
text at the character level
Encoding in a new script
block to be named ‘Modi’

All Modi Let-
ters

Unicode Characters Unicode Charac-
ters: 11600;MODI
LETTER
A;Lo;0;L;;;;;N;;;;;
11601;MODI
LETTER
AA;Lo;0;L;;;;;N;;;;; .
. . . . 11650.11659;
NU # DIGIT ZERO
DIGIT NINE.

2 Conclusion
The Modi script has historical significance as it was used to write the Marathi language until the 1950s. Character recognition
for the Modi script is still in its infancy due to the complexity of the script. Character recognition will become more accurate if
more effective techniques are used at each step of the process. Each existingModi script ”character recognition system” is looked
into in this paper for effective analysis. A variety of character recognition techniques have been used successfully forMODI Lipi,
includingOCR, neural networks,HMMs, SVMs, andCNNs.The choice of techniquewill depend on the specific requirements of
the application and the available training data. A variety of methods with different efficiencies have been proposed to recognize
MODI scripts. The authors of this study have examined several techniques used to identify the Modi script and concluded that
the maximum accuracy of “Convolutional Neural Network” (CNN) is 99.78% and the yield and detection result of WT-SVD
(“Wavelet Transform-Singular ValueDecomposition”)method is 99.56%. As per the findings of the present study the author has
evaluated CNN and SVD as the best method of character recognition for Modi script which provides the maximum accuracy
rate.
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