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Abstract

Objectives: To design an architecture that can effectively handle the imbalance
levels and complexities in the network data to provide qualitative predictions.
Methods: Experiments were performed with KDD CUP 99 dataset, NSL- KDD
dataset and UNSW- NB15 dataset. Comparisons were performed with SAVAER-
DNN model. Oversampling technique is used for data balancing, and the
stacking architecture handles the issue of overtraining introduced due to
oversampling. Findings: The proposed Stacking and Feature engineering-
based Semi-supervised (SFS) model presents a combined architecture that
integrates data balancing, feature engineering and a stacking-based prediction
model that balances data to reduce imbalance, reduces the data size, and also
provides highly effective predictions. Results: indicate 2% increase in accuracy
levels on the UNSW-NB15 dataset and 10% increase in accuracy levels in the
NSL-KDD dataset. Novelty: The architecture has been designed in a domain-
specific manner. Multiple intrusion detection datasets, each with different
levels of imbalance, have been used to depict the generic nature of the SFS
model.

Keywords: Intrusion Detection; Data Imbalance; Stacking; Feature
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1 Introduction

Real time network data is generally laden with imbalance. Hence, an effective model
that can handle varied levels of imbalance is required to operate on real time data (V.
An integrated approach that uses genetic based grey wolf optimization algorithms and
feature selection algorithm has been proposed by(?. This work enhances the existing
grey wolf optimization algorithm and integrates it with genetic algorithm to provide
an enhanced prediction model for network intrusion detection. The model is highly
complex in nature and is not capable of handling imbalance. An intrusion reduction
system specifically designed for handling Distributed Denial Of Service (DDoS) attacks
has been proposed by Baklinil®). A deep learning based model for intrusion detection
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has been proposed by Fu®. A similar model using deep learning based technique for intrusion detection has been proposed
by Rani®®). An attack-based intrusion detection model for enhanced detection over imbalanced data has been proposed by
Pimsarn (®). This work uses a sliding window technique and combines it with a logical fractal dimension to provide effective
detection of DDoS attacks. The window size is obtained automatically and the model also evaluates predictions using different
hyper parameters to show the efficiency of the detection technique. The window based models have been designed with static
window sizes, which are obtained initially. They tend to fail when the data distribution varies due to changes in data in due
course of time.

A collaborative model to detect network intrusions has been proposed by Guarascio et al”). This work is mainly based on
creating collaboration among the detection models to create better and more improved overall intrusion detection system. It
defines an ecosystem that performs knowledge sharing to improve the prediction accuracy. Other similar words dealing with
providing specifications for collaborative intrusion detection includes Structured Threat Information CybereXpression (STIX)
by Jordan®), XGBOOST based model by L*, and Trusted Automated exchange of Indicator Information (TAXII) by 1?0, A
secure intrusion detection system for MANET has been proposed by Prasad '), A Random Forest model incorporating SMOTE
for data balancing has been proposed by Wu (!, This technique provides an integrated architecture that includes imbalance
handling and intrusion detection modules. Random forest has the issue of over training, which has to be handled independently
over large data. This work however does not consider this aspect during the model creation process. Using grouping techniques
for intrusion detection using clustering based models has also gained prominence. Some grouping based techniques to perform
intrusion detection include works by Siddiqui'® and Mehmood . Although collaborative models are highly effective, they
are not generic in nature and has to be fine-tuned according to the data to ensure high predictions.

Deep learning model that uses regularisation the best auto encoder to perform network intrusion detection has been
proposed by Yang(!®. Other similar techniques for intrusion detection include a MapReduce based model by Asif'®) and
feature engineering based model by Yao!”). Deep learning models are computationally complex in nature, hence prediction
times are usually high.

Overall analysis indicates that most models do not handle the issue of data imbalance, which introduces large amount of
bias in the prediction process. Further, the voluminous nature of the data results in huge time requirements when operated
upon highly complex models like deep learning techniques. Most of the models were observed to be data driven in nature, as
the model is fine-tuned for the specific data in hand. Even slight variations in the data can result in model failure. This work
presents the Stacking and Feature engineering based Semi supervised (SFS) machine learning model for intrusion detection
in a networked scenario. The technique also uses a balancing module to handle the imbalance. Feature engineering reduces
the size of data to reduce the computational complexity of the model. The stacking approach combined with semi supervised
learning provides enhanced predictions. Further, the model is generic in nature and has been designed in a domain specific
manner, rather than being data specific. Performance over the varied datasets validates the domain centric nature of the model.
A combination of these techniques ensures that the issues discussed in the literature works are handled effectively.

2 Methodology

The intrusion detection process is highly complicated by the multi-class nature of data and the data imbalance contained in
network transactions (') This work presents a highly suitable architecture for classifying data containing varied imbalance
levels. The model has been designed to incorporate components that can handle data imbalance and reduce the data’s complexity
by introducing feature engineering-based techniques. The model has been designed to be generic, and the domain-centric
nature of operations enables enhanced predictions.

2.1 Stacking and Feature Engineering Based Semi Supervised (SFS Intrusion Detection

The proposed architecture combines stacking and feature engineering approaches and uses semi-supervised prediction
processes for training. The proposed model, Stacking and Feature Engineering based Semi-supervised (SFS) intrusion detection
system, comprises four modules. The initial module performs data pre-processing and data balancing, the next module performs
feature selection, the next module performs the Semi supervised first level predictions, and the final module performs the final
prediction. The algorithm for the SES model is provided below.

Algorithm-1 Stacking and Feature Engineering based Semi Supervised IDS

Input: Imbalanced data (KDD CUP 99, NSL-KDD, UNSW-NB15)

Output: Predictions on imbalanced data

1. Input network transmission data
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2. Data preprocessing to perform encoding and remove inconsistencies
3. Identify the imbalance level
4. For each additional majority record contained in the data

(a) Random select two minority instances
(b) Generate new instance based on the mean value of the selected instances

Use decision tree to identify the entropy values of the features

Based on the entropy perform feature selection

Create multiple data subsets by sampling with replacement

Create multiple instances of Gaussian Mixture and Decision Tree models

v ® Now

For each created model

(a) Pass a distinct data subset for training

10. Pass the entire training data to the trained models for prediction

11. Integrate predictions with the class label to create level 2 training data
12. Pass the level 2 training data to Logistic Regression model for training
13. For each instance i in test data

(a) Passi to all the base learners

(b) Integrate the predictions

(c) Pass the integrated predictions to trained Logistic Regression model
(d) Obtain final predictions

2.2 Data Pre-processing and Balancing

Intrusion detection data from multiple datasets are used as the training data to analyze the efficiency and the generic operability
of the proposed SFS model. Intrusion detection data is composed of features obtained from network transmissions. These
features are required to be analyzed in order to improve the qualitative nature of the training data. Data analysis shows that
the data comprises categorical, string, and numerical attributes. Machine learning models can directly use numerical attributes.
However, categorical and string attributes should be analyzed prior to usage. Categorical attributes are generally converted
to numerical attributes using encoding techniques. This work uses one hot encoding as the preferred technique. The string
attributes are eliminated. Some datasets contain class attributes represented in categorical formats. This attribute describes the
type of transmission as normal or anomalous. Some data sets represent this attribute in a multi-class format representing the
type of anomalous traffic. This work considers the classification process binary classification. Hence, the multi-class data is
converted to binary-class data. Label encoding is applied to the class attribute to convert it to numerical format.

Intrusion detection data is imbalanced. Records representing normal traffic are common and are contained in large numbers.
However, records representing intrusion traffic are sparse in nature. They are considered to be rare occurrences. This nature
of data tends to reduce the data quality, resulting in lowered prediction performance. Hence, this work uses an oversampling
technique to balance the data and improve its quality. The first process is to identify the number of records to be generated for
the data to be balanced. Every new generated record is obtained using a combination of two existing records. Although the
training data is balanced, oversampling generally results in data over training due to the near-duplicated records. The proposed
model handles this issue by using the sampling approach.

2.3 Feature Selection

Network data contains features depicting the type of traffic and the network through which the packet traverses. This results in
a large number of features, eventually leading to the curse of dimensionality. The process of oversampling during the balancing
phase also results in an increased number of instances. These processes result in an overall increase in the training data. Hence, in
order to reduce the time of computation, this work integrates a feature selection approach. A tree based feature selection model
is used for this purpose. The created model is a meta transformer that uses the entropy values to identify the significance of
features. Decision tree algorithm is used to identify the feature importance and the features exhibiting low importance levels are
eliminated from the training data. This process results in a reduction of size in the training data, hence reduced computational
complexity.
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2.4 Semi supervised First Level Prediction

The first level of semi-supervised prediction uses multiple heterogeneous models for the training process. A combination of
supervised and unsupervised models has been used to build the first-level prediction architecture. The training data is divided
into overlapping subsets to create multiple training data subsets for the machine learning models. This work uses a combination
of the Gaussian Mixture and Decision Tree models as the machine learning models of choice. The Gaussian mixture is an
unsupervised clustering model that assumes the input data is in Gaussian distribution. The model groups data points that
belong to a single distribution into a cluster. They are probabilistic models that use soft clustering approach to distribute points
into clusters. The major advantage of using the machine mixture model is that it considers the variance level in points today to
determine the clusters. Hence, Gaussian mixture models can provide the probability levels of a point belonging to a cluster.

A decision tree is a tree-based modeling technique that creates branches based on the entropy levels obtained from the
training data. Each tree node represents a condition and each branch represents a possible decision. The leaf nodes represent the
final prediction. Although, the decision tree is a weak learning model, it can handle dynamic data ensuring effective predictions
even in a streaming context.

Multiple instances of each model are created, and each model is provided with a different subset of the training data. Every
model is made to train on a different subset of the actual training data. This reduces over fitting caused by oversampling. After
the completion of the training process, the training data is used to identify the first level predictions. Results obtained from
these predictions are integrated to form the level 2 training data for the second level stacking model. The class label is applied
to this data and passed to the next level.

2.5 Final Prediction using Second Level Stacking

The second level stacked model is the meta model that uses the previous level predictions for its training process. Since this
model uses previous predictions and not the training data, the model is considered to be more robust to issues like noise that
are generally present in real time data. Logistic regression is used as the meta model of choice.

The logistic regression statistical analysis technique net predicts binary outcomes for the training data. The prediction is
performed by analyzing the relationships between one or more existing independent variables. It estimates the parameters of
the logistic model, fitting the model into a curve. Since the second level model is required to operate turn the predictions rather
than the training data, logistic regression is used as a model of choice. The prediction data open from the previous level is used
for training the Logistic regression model. The test data is passed to the level one models and the predictions from the semi
supervised models are integrated and passed to the logistic regression model. Predictions from the logistic regression model
are considered the final predictions.

3 Results and Discussion

The proposed Stacking and Feature engineering based Semi supervised (SFS) model has been implemented using Python. The
SES model has been analyzed using the KDD CUP 99 dataset, NSL- KDD dataset, and UNSW- NB15 dataset. Each data set
exhibits varied imbalance levels and noise levels.

The PR plot representing precision and recall levels of the SFS model on all the 3 datasets is shown in Figure 1. High levels
of precision and recall represent highly effective classifier models. The plot shows precision levels almost nearing one and recall
levels greater than 90%. This shows that the model is highly capable of predicting varied datasets with high production efficiency
and is generic in nature.

A comparison of the aggregate measures accuracy, F- measure and AUC is shown in Figure 2 . All three metrics are computed
by combining the existing performance metrics, and they represent an overall performance level that can be used to identify
the performance of the model as a whole in predicting over the binary class data. The chart shows > 90% accuracy levels on all
the three datasets, greater than 90% F- measure levels and also greater than 90% AUC levels. This performance indicates at the
model is capable of providing highly effective overall prediction and is not biased. The unbiased nature of the model shows that
the model is not affected by the imbalance levels contained in the data.

3.1 Comparative Study

The SFS model has been compared with the SAVER-DNN (1®) model. Analysis based on the ROC plot over the NSL-KDD and
UNSW-NBI15 datasets is shown in Figures 3 and 4. The ROC plot of NSL KDD data shows that the SFS model exhibits the
highest true positive and lowest false positive levels. High true positive levels and low positive levels depict an ideal classifier
model. Comparing the SFS model with the SAVER-DNN model, the SFS model exhibits a higher true positive rate reaching
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Fig 2. Aggregate Measures of SFS

Table 1. Performance Measures of SFS
Technique NSL-KDD UNSW-NB15 KDD

FPR 0.0004 0.0815 0.0008
TPR 0.9884 0.9929 0.9884
Recall 0.9884 0.9929 0.9884
Precision 0.9996 0.9185 0.9992
TNR 0.9996 0.9185 0.9992
FNR 0.0116 0.0071 0.0116
Accuracy 0.9936 0.9542 0.9935
F-Measure  0.9940 0.9542 0.9938
AUC 0.9940 0.9557 0.9938

almost one, while SAVER-DNN exhibits slightly reduced true positive levels. However, when considering the false positive
rate, SFS exhibits almost zero false positive levels, while the false positive levels of SAVER-DNN exhibit a much higher value
depicting that the model produces more false alarms.

The ROC plot on UNSW-NBI15 dataset is shown inFigure 4. Both the models where observed to exhibit a certain false
positive rate. Considering the true positive rate, the SFS model exhibits higher true positive levels compared to the SAVAER-
DNN model.

Tabulated view of the performance is provided in Tables 2 and 3. The best predictions are highlighted in bold. Except for the
FPR levels, the SFS model exhibits better predictions in all the other metrics on the UNSW-NB15 dataset. A slight reduction of
3% in FPR levels has been observed, an 8% increase in TPR levels, 2% increase in accuracy levels and 2% increase in F-Measure
levels has been observed.

An analysis on NSL-KDD dataset (Table 3 ) indicates that the SFS model exhibits better prediction on all the metrics. A
4% reduction in FPR levels, 3% increase in TPR levels, 10% increase in accuracy levels and 9% increase in F- measure levels
Indicates the high efficiency of the prediction from the SFS model.
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Fig 4. ROC Comparison of SFS on UNSW-NB15

Table 2. Performance Comparison of SFS on UNSW-NB15 Data
SAVAER-DNN SFS

FPR 0.056 0.08
TPR 0.919 0.99
Accuracy  0.930 0.95
F-Measure 0.935 0.95

Table 3. Performance Comparison of SFS on NSL-KDD Data
SAVAER-DNN SFS

FPR 0.047 0.00042
TPR 0.959 0.98838
Accuracy  0.89 0.99365
F-Measure 0.9 0.99397

Comparative analysis over the UNSW-NB15 dataset indicates reduced FPR levels in the SFS model. The reduction levels
were observed to be 3% compared to SAVAER-DNN model. Low FPR indicated reduced false alarms. This shows that the model
has very low probability of labeling a normal transaction (majority class) as an anomalous record (minority class). Improved
TPR levels at 8% by SFS indicates that the model can more effectively distinguish a minority class record from a majority
class record compared to the SAVAER-DNN model. This indicates that the SFS model is much more capable of handling data
imbalance compared to SAVAER-DNN. The accuracy level has been observed to be 95%, which is a 2% increase from SAVAER-
DNN indicates better overall performance. This indicates that the model is capable of accurately classifying both minority and
majority classes, showing the high efficiency of SFS.

Comparative analysis over the NSL-KDD data indicates ~0% FPR levels by the SFS model, indicating almost no false alarm
levels. Further, the TPR levels were recorded to be 98%, which is 3% more than the SAVAER-DNN model. These metrics indicate
better imbalance handling and also qualitative performance. Performance on KDD CUP 99 data indicates high performance
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with >98% performance on all the metrics.

Overall analysis based on the KDD CUP, NSL-KDD and UNSW-NBI15 datasets indicate that the model is highly capable
of providing high quality performance over varied datasets with different data distributions and varied imbalance levels. This
generic nature of the model elucidates that the model can effectively perform in real-time data from the network.

4 Conclusion

This work presents an intrusion detection architecture that integrates a data balancing module and also a prediction module
that can handle the imbalance to improve the detection process. The proposed Stacking and Feature engineering-based Semi
supervised (SFS) model uses oversampling technique to balance the data and a stacking architecture that integrates Supervised
and Semi-supervised modeling techniques for prediction. The issue of over training introduced due to oversampling is handled
by the stacking architecture. Experimental results indicate high performance of 95% accuracy on UNSW-NBI15 dataset, 99%
accuracy on NSL-KDD dataset and 99% accuracy on KDD CUP 99 dataset. Each dataset is composed of varied data distributions
and imbalance levels. The novelty of this work lies in the architecture which includes components that handle additional issues
like data imbalance and high data complexity. Further, the domain centric nature of the model results in providing a generic
architecture that can be adopted to varied data distributions. However, the SFS model exhibits slightly increased false alarm
levels on UNSW-NBI15 dataset. This is considered to be due to the highly imbalanced nature of data. Future enhancements will
deal on proposing an architecture that identifies the imbalance levels and selects models accordingly.
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