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Abstract
Background/Objectives : The purpose of this study is to demonstrate that
the most appropriate pooling is selected among different types of pooling
techniques in CNN, for different applications related to image fusion. The work
presents a novel method by which pooling is selected automatically as per the
needs of the application. Methods: This study presents the use of multiple
functions for pooling techniques which are selected automatically based on
the input images to produce fused optimum output. This will make the classifi-
cation process much easier and better end results are obtained. Finding: The
developed automated pooling method performs better concerning process-
ing time and produces optimal output for parameters like Peak Noise Signal
Ratio, Mean Square Error, Fusion Factor, Fusion Fidelity, and Visual Informa-
tion Fidelity in comparison to existing methods like Discrete Wavelet Trans-
formation, Non-Subsampled Contourlet Transform, and Principal Component
Analysis. Novelty: The novel technique presented in this paper for automated
selection of pooling method provides optimal dimension reduction in both the
phases of CNN, and hence allows CNN to converge faster and optimally.

Keywords: Image Fusion; CNN; Machine Learning; Pooling; Medical Image
Analysis

1 Introduction
Image fusion is gaining importance in modern-day medical analysis and diagnosis.The
fused images produce by various medical scanning techniques such as computerized
axial tomography scan, positron emission tomography, magnetic resonance imaging,
and single photon emission computed tomography are used either individually or
combined to give a detailed insight into underlying diseases or foreign objects in
biological organisms. Multimodal image fusion is used for medical diagnosis (1,2)
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Convolution Neural Network (CNN) is used predominantly in medical diagnosis applications. The pooling layers of CNN are
responsible for matrix reduction during iterations. For reducing the matrix either maximum or average pooling methods are
used. However, there is no automatic approach to telling which pooling technique to select that will provide an optimal solution
for CNN to converge. Currently, inmost, the image fusion applicationsmethod for pooling is either selected randomly or a trial-
and-error approach is used for selecting a suitable method for pooling.This paper presents a novel algorithm for the automatic
selection of the optimal pooling method. The presented novel algorithm attempts to fill the research gap for optimal selection
of pooling methods in CNN, which in turn will increase efficiency for convergence of CNN and reduces the errors for a fused
image.

CNN for medical image fusion (3) focuses on map creation. The fusion of pictures may be seen as a classification problem
using CNN for identification (4)bymeasuring activity levels and creating local filters, spatial-domain fusion techniques are used
to extract high-frequency information. Convolution is the fundamental operation in a CNN model (5). Fusion based on CNN
outperforms other fusion techniques because it meets the challenges of creating filters to extract useful information. To assess
and fuse activity levels, the learning of a CNN is undertaken.Therefore, the fusion approach based on CNN produces results of
greater quality than those produced by the standard fusion method. Figure 1 depicts technologies used to generate multimodal
medical images (6) of human body parts.

Fig 1.Different types of multimodal medical images

CNN consists of a fully connected network where one or more convolution layers abstract the features of an image and
forwards it to the pooling layer. The job of the pooling layer is to optimally reduce the image dimension and pass the image
further for output analysis. Hence the output of the CNN depends on the pooling layer and the techniques used in pooling.The
most commonpoolingmethod isMAXandAVGpooling (7). Researchers have discoveredmany other pooling techniqueswhich
are beneficial in different application areas. Local pooling is a technique that uses down sampling with feature maps. Global
pooling is a technique that uses the full characteristics ofmaps to obtain a scalar value that provides an image description (8).This
is further passed to connected layers for further classifications.WhenMax pooling (9) is included in CNN’s convolutional layers
max pooling decreases the dimensionality of images by reducing the number of pixels inside the output from the preceding
convolutional layer. Max pooling chooses just the strongest activation inside the pooling region (10). Figure 2 represents an
example of max pooling. Average pooling (11) obtains an average value of the selected matrix and output is produced. Figure 3
represents average pooling.
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Fig 2.Max pooling technique applied on 4× 4 matrix to reduce it to 2× 2

With this notation, max- pooling (max) can be written as fmax (x) = max{xi}N
i=1

For the very alike average-pooling (avg), we have

Fig 3. Avg pooling technique applied on 4× 4 matrix to reduce it to 2× 2

favg (x) =
1
N

N

∑
i=1

|xi|

Convolutions with weights wi can be implemented with

fconv (x) =
N

∑
i=1

wixi

Different conditions allow for the application of maximum as well as average pooling. In the field of medical image analysis if a
lesion exists in a tiny portion of the medical image, then in pooling part region that matches the background pixels will tend to
dominate the pooled representation in this situation, so the average pooling may not be the good option. But by using average
pooling we can differentiate normal and aberrant images. Max pooling increases the CNN’s nonlinearity compared to average
pooling (12).

Hence it is valid to conclude that both max and average pooling techniques are needed, however, due to the distinct
characteristics of the two methods, an advantage of any one of the methods can be obtained. The following method depicts
a way to obtain the dual advantage of max and average pooling methods (13).

Blending method for image fusion (14) utilizes both SR and SCNN, and it consists of three phases. In first phase, complete
source images are fed into the traditional orthogonal matching pursuit (OMP), which produces the SR-fused image utilizing the
max-rule to enhance pixel localization. During second phase, for each source picture, a brand-new SCNN-based K-SVD
dictionary learning method is used once again. To generate the final fused picture, in third phase the fusion rule step lastly
uses a linear combination of the above two steps.

Morphological pre-processingmethod for noise reduction (15) presents the bottom-hat-top-hat technique as amorphological
pre-processing method to deal with noise and non-uniform lighting. Then, RGB images are converted into grayscale images
that may retain fine details using grey-PCA. The images are then divided into the low-pass and high-pass sub-bands using the
local shift-invariant haar wavelet transform approach, which effectively restores all relevant properties in different dimensions
and orientations. To efficiently capture smooth edges and textures, the high-pass sub-bands are supplied to two branches
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of the siamese convolutional neural network. This is done through a process of feature identification, initial segmentation,
and consistency verification. While the low-pass sub-bands are fused using existing energy fused, the energy information is
recovered utilizing the averaging and selection technique.

Once employed in training and testing as a classifier of medical pictures, convolutional neural networks (CNN) with the
Euclidean distance method yield roughly (98.18%) accuracy (16).

Multiple convolution layers to extract visual characteristics (17) is a technique to extract the key visual characteristics from the
various input images, two convolutional layers are used. Following that, a suitable fusion rule (elementwise-max, elementwise-
min, or elementwise-mean) is chosen based on the kind of input images to combine the convolutional features of numerous
input images. Eventually, two fully connected layers rebuild the fused features to create the informative fused image.

2 Material and methods
The traditional existing methods of image fusion are discussed in this section and each method is simulated for pre-processed
images of CT, MRI, and MR along with SPECT and datasets from Kaggle (18) and Harvard (19) libraries. The same images and
data set are also simulated on the developedmethod for automatic pooling.The result of the simulations ismentioned in Table 1.

2.1 Principal Component Analysis (PCA)

It is a mathematical tool of linear algebra which is used to obtain important data from complex large datasets. This is a typical
method for identifying patterns in data of high dimensions, multivariate analysis data analysis is used for a variety of other
things (20). Following are the steps of the PCA algorithm:

Step 1: Convert the two input photos to column vectors and use these two column vectors to create the matrix ’B.’
Step 2: Calculate the observational mean vector alongside every column and subtract it from each of the columns of the

matrix.
Step 3: Calculate the resultant matrix’s covariance matrix, ’C.’
Step 4: Determine the covariance matrix’s eigenvalues K and eigenvectors E.
Step 5: Divide each element by themean of the eigenvector that corresponds to a well-built eigenvalue.This results in the first

main component P1. To obtain the second principal component P2, repeat the technique with an eigenvector corresponding
to a lesser eigenvalue.

P1 = C(1)
ΣC P2 ,= C(2)

ΣC
Step 6: The fused picture is augmented by
I f = P1I1 +P2I2

2.2 Discrete Wavelet Transformation (DWT)

Firstly, two same-sized input images are registered then using discrete wavelet transformation, individual images are
decomposed. One low-frequency band and three high-frequency bands are present in the reconstructed images (L-H, H-L,
H-H bands). The transformation of input image coefficients is fused using the low and high sub-bands fusion rule. Then, the
fused image is generated by applying an inverse wavelet transform based on the resultant transform coefficients (21).

2.3 Non-Subsampled Contourlet Transform (NSCT)

This transformation creates an image with a multiscale and multidirectional decomposition using non-subsampled pyramids
(NSP) and non-subsampled directional filter banks (NSDFB). In contrast to the contourlet transform, the NSCT is a shift-
invariant transformation (22). As big as the original image is themultiscale andmultidirectional image fromNSCT are classified.

2.4 Proposed Method for Automated Pooling

In our method, we follow the flow of a traditional convolutional neural network (CNN) with a modified pooling stage. The
input image is fed to the convolutional layer to extract the feature map.Thematrices from the convolution layer are fed into the
pooling layer for dimension reduction. After dimension reduction again it is passed through the second stage of the convolution
layer and finally one more time pooling is applied before passing input to a fully connected feed-forward network to generate
output.

Considering Matrix M, we obtain RMAX and RAV G as presented in Figure 4:
Here M1 to Mn, N1 to Nn, O1 to On, and P1 to Pn assume values from 0 to 9.
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Fig 4.Max and Average pooling on Matrix M to obtainRMAX and RAVG respectively

The algorithm for automated pooling is as follows:
Step 1: For each Matrix M
a. Let RMAX be the matrix obtained by reducing matrix M by applying max pooling
fmax (x) = max(xi}N

i=1.
b. Let RAV G be the matrix obtained by reducing matrix M by applying average pooling
favg (x) = 1

N ∑N
i−1 |xi|.

Step 2: Obtain the result matrix RRES as the difference between RMAX andRAV G as per the following conditions:
a. If RMAX -RAV G = 0, Then RRES = RMAX = RAV G
b. If RMAX -RAV G > 0 and RMAX -RAV G <= 5, Then consider RRES = RMAX
c. If RMAX -RAV G > 5 and RMAX -RAV G <= 10, Then consider RRES = (RMAX + RAV G)/2
d. If RMAX -RAV G > 10, Then consider RRES = RAV G
Step 3: Use calculated RRES as a pooling method for dimension reduction in both passes of the CNN method.

3 Discussion
Three distinct datasets with a range of inputs were used to assess the accuracy and performance of the validated proposed
automated pooling algorithm.

3.1 Image Quality Assessment Parameters

Most frequently, the Peak Signal Noise Ratio (PSNR) andMean Square Error (MSE) are utilized to assess the effectiveness of loss
compression codec from reconstruction (e.g., for image compression) (23). Because of this, one reconstruction may look more
accurate than the other even though it has a lower PSNR (24). In Fusion Symmetry (FS) evaluation and asses (25), the Mutual
Information (MI) of the input and output images is employed (26). (The output is of greater quality if the value of obtaining
fusion symmetry is smaller.) while Fusion Factor (FF) (27)shows the variance between the input and output of two medical
images. Lastly, Visual Information Fidelity (VIF) (28) is a crucial index for assessing Image quality to measure visual distortion.

The first dataset contains CT MRI images. The second dataset contains MRI and PET images. The third dataset contains
MRI and PET images. Figure 5 represents fused Different Multimodal images of tumors in the human brain. (18,19)

3.2 Experimental Analysis

The experimental analysis is categorized into a qualitative and quantitative analysis of different fusion algorithms.

3.2.1 Visual Quality Analysis
This part presents a qualitative analysis of fused images from various approaches, as well as the implemented method for
automated pooling in CNN.Three image datasets are used in the tests (18,19) (CT-MRI,MRI-PET,MRI-SPECT). All the datasets
in Figure 5 are subjected to visual qualitative analysis.

The sub-images of Figure 5(C)–(H) show the fusion result of figures (A)and (B), (B) and (E), (B) and (F). these are the pair
of slices scanned along the axial plane of the human brain. Ideally, the fusion of figures (A) and (B) should include the bright
skull feature of the CT image and textural tissue information of the MRI. Our developed method for automated pooling has
successfully combined the silent features of CT andMRI images but othermethods suffered from blurring. PET-MRI images are
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Table 1.Quality Assessment parameters for Different Algorithms
Test
Dataset

Algorithms PSNR MSE FF FS VIF Processing Time (in
Second)

Dataset 1 CT
+MRI

Developed Automated Pooling
Method

33.44 0.3561 3.4889 0.1021 0.922 31

DWT 33.42 0.3896 3.4563 0.1154 0.836 29
NSCT 32.55 0.5663 3.3289 0.1123 0.775 35
PCA 34.58 0.8023 3.4063 0.1232 0.579 32

Dataset 2
MR+PET

Developed Automated Pooling
Method

37.57 0.5739 4.5879 0.0988 0.913 30

DWT 31.48 0.4569 4.5892 0.172 0.845 27
NSCT 36.85 0.6923 3.9897 0.198 0.789 29
PCA 38.75 0.5567 4.3256 0.210 0.678 35

Dataset 3
MR+SPECT

Developed Automated Pooling
Method

39.45 0.6872 5.7998 0.1154 0.923 28

DWT 38.42 0.5689 5.9754 0.1322 0.693 24
NSCT 39.58 0.6320 5.4323 0.2135 0.785 29
PCA 34.52 0.6568 5.4689 0.2356 0.856 25

Fig 5. Experiment results on images: (A) CT image; (B) MRI -image;(C) Fused Image Using Developed Automated Pooling Method ; (D)
MR-Image (E) PET- Image; (F ) SPECT – Image ; (G ) Fused Image Using NSCT; (H) Fused Image Using DWT; (I) Fused Image Using PCA
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included in the second dataset. PET imaging is frequently used to determine whether lesions are cancerous or benign. Surgery
for the lesion is virtually always based on the structural assessment provided by MRI. The acquired findings are depicted in
sub image of Figure 5, where the fused picture (C) maintains both MRI and PET data characteristics. The third dataset MRI-
SPECT fusion is intended to provide anatomical information with high soft-tissue contrast for reliably detecting regions of
physiological problems. Figure 5 (C) sub image shows that our developed CNN with an automatic pooling approach generates
fused pictures with greater contrast and intensity than PCA, DWT, and NSCT fusion methods.

3.2.2 Quantitative Analysis
Table 1 displays quantitative evaluation-based image assessment parameters on three distinct datasets, with the implemented
techniqueCNNusing automated pooling to obtain the greatest PSNRvalues. ForMSE,DWTperforms best, while our technique
comes in second. Because of its decomposing image approach, we believe the DWT technique is good at maintaining edge
information. DWT outperforms our technique in FF but falls short in FS also in VIF. Our implemented approach outperforms
PCAandNSCT. In summary, the suggested automated poling inCNNsuccessfully fuse distinctmultimodal images and assuring
the quality of the fused images with maintaining an acceptable computing efficiency.

4 Conclusion
The developed automated pooling method when simulated on different datasets mentioned in table 1 generates average peak
signal noise ratio of 36.82, average mean square error of 0.53, average fusion factor of 4.62, average fusion symmetry of 0.10,
average visual information fidelity of 0.91 and average processing time of 29.66 seconds which is better in comparison to average
quality factors and processing time of existing DWT, NSCT and PCA methods. From the results achieved it is clear that the
developed method for automated pooling works better and converges faster. Based on image quality assessment parameters
simulated on different data sets it can be concluded that each of the existing standard methods is not suitable for all kinds
of data sets and hence these methods cannot be generalized multi-modal image fusion. In contrast to these methods, the
developed methods work well for every type of data set due to the selection of its automated pooling technique. Developed
method enhances the convergence ratio of CNN used for image fusion applications. The presented work on image fusion by
CNNwith automated pooling demonstrates a bright direction in the field of picture fusionwith plenty of scope for advancement
in the future. In future automated pooling can add new optimal pooling methods when they are developed. Further similar
studies will likely carry on in the upcoming years to support the growth of image fusion.
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