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Abstract

Objectives: Diabetes become more prevalent across the globe, understanding their sources and causes are more important than ever. This study uses machine learning techniques to efficiently detect Diabetic patients from many features. Methods: The purpose of this paper is to conduct a dataset-specific machine learning study for predicting diabetes in Bangladesh. Classification is used with 18 features including demographic characteristics, family history, dieting habit, clinical features, physical activities, and life quality. Five different classifiers are used. Findings: Based on using five different classifiers, results suggest that the Logistic Regression performed the best in predicting diabetes for this dataset. The accuracy of the logistic regression classifier exceeds 83.8%. Novelty: Unlike other studies, the authors combine eating habits with demographic and health features to enhance the performance of the classifiers. The result suggests that while addition of factors or features related to eating habits and lifestyle can increase the accuracy of prediction, the inclusion of more clinical features is more important to increase the accuracy. The authors believe that this finding is significant in the context of developing countries like Bangladesh considering the limited health-resource available as well as the fact of fast-changing of eating habits and lifestyle.

Keywords: Machine Learning; chronic disease; classification; logistic regression; and diabetes

1 Introduction

In 2021, International Diabetes Federation (IDF) reported that there are about 537 million diabetic patients globally where more than 4 in 5 or 81% of the patients reside in low-income and middle-income countries (¹). IDF also reported that one in 10 people worldwide is affected by diabetes and the global health expenditure has been increased by 316% in the last 15 years. Along with the fact that the number of diabetic patients has steadily increased over time, the number of deaths from diabetes has also increased. IDF recorded 6.7 million deaths worldwide caused by diabetes in 2021. Besides, the number of diabetic patients and diabetes-related healthcare and financial burden have raised sharply worldwide (²). Diabetes-led chronic diseases have caused a financial burden in
The prevalence of diabetes also leads to the prevalence of other chronic diseases, and the consequently causing life-long sufferings, a decrease in the quality of life, and reduced life expectancy. Despite various factors like age, diet plan, level of physical activities, regular exercise, body mass index (BMI), lifestyle, obesity as well as genetic factors are known to contribute to the above-mentioned chronic diseases, one in every two people are unaware of the fact that they suffer from diabetes in general. According to physicians and healthcare researchers, regular screening can delay the onset of diabetes. Therefore, given a wide range of factors that contribute to chronic diseases, predicting the likelihood of diabetes based on these factors is significant.

As the cause for the pathogenesis of diabetes is not known, researchers are continuously working to develop the most reliable and effective techniques for predicting diabetes based on various types of data including medical administrative data, genetic, and socio-economic data. The use of advanced tools such as machine learning can predict the likelihood of diabetes by allowing us to learn and generalize from data. Machine learning entails training based on data and allows learning about the complex relationships among various factors. It is widely used in the field of diabetes study for extracting knowledge and predicting the probability of diabetes and its related complications.

Unlike conventional statistical methods available for prediction, machine learning models use inductive inference for understanding how the risk factors interact with each other. The sophistication of machine learning allows us to identify trivial and nontrivial relationships among various factors from datasets, which can then be interpreted to make logical predictions. Additionally, unlike the conventional statistical models, which require a time-consuming process of assuming multiple relationships between specific variables and identifying the predictor variable first, the machine learning models can select the predicting variables automatically and handle a large number of predicting variables. Since the early diagnosis of the likelihood of diabetes is useful for controlling diabetes, many machine learning models have evolved in the last decade and shown promising results by analyzing many large and multi-dimensional datasets.

However, it is very challenging to increase prediction accuracy and precision when applying machine learning models. Especially, when the accuracy of machine learning significantly differs because of different datasets consisting of different types of features. For instance, in a comparatively recent study, eight features are used from the Pima Indians Diabetes Database (PiDD) datasets and attained an accuracy of up to 77.21%. In the same study, they also used another dataset (Luzhou dataset) consisting of 14 features and achieved an accuracy of up to 80.84%. Also, different results were reported when the authors used three different datasets in the same study for cancer prediction. Similarly, another study used five datasets containing same 54 features but collected in different periods of time and reported different levels of accuracy for each dataset when applied machine learning models to predict diabetes. In this way, the machine learning results were compared using different datasets in different studies.

Therefore, the objective of this study is to conduct a dataset-specific machine learning study for predicting diabetes in the Bangladesh context. To accomplish this study, a dataset containing of 18 features was used as well as different machine learning models were used for performance comparison. Considering the study context, Bangladesh, which is a fast-developing country like many other developing countries in South and South-east Asia, the features related to demographic, eating habit and lifestyle were particularly added to the dataset in addition to the features related to family history, clinical diagnosis, and physical activities. According to studies, demographic features, eating habit and life quality are significantly linked with diabetes prevalence. These three factors are also changing fast in Bangladesh because of its fast-economic growth. Hence, the authors assume that the addition of the features related to these factors into the dataset would increase the accuracy of machine learning prediction.

This study data was collected from Bangladesh where the prevalence of diabetic patients is high. It is reported that there are 7.1 million diabetic patients across Bangladesh and the number is about to double by 2025. It is also reported that there is also an equal number of diabetic patients in Bangladesh who are undetected. This study is significant because until now no similar study has been conducted with the above-mentioned study objective in the context of Bangladesh where the number of diabetic patients is growing fast. Besides, in Bangladesh where limited healthcare resources are unable to treat many diabetic patients, this study would help in prevention of diabetes Type 2 through early diagnosis.

A review of existing literature suggests that there are primarily three different types of machine learning techniques used for predictive research: 1) supervised learning which involves extracting information from labeled training data, 2) unsupervised learning which involved extracting information from unlabeled data. Additionally, reinforcement learning entails interaction between the machine learning algorithm and a dynamic environment. While each has its strength(s), the supervised learning technique uses a target function that extracts information based on pre-selected features. On the other hand, the unsupervised learning technique finds the hidden relationships between unlabeled data, and the reinforcement learning extracts information through trials and errors when there is no prior knowledge regarding a new environment. This study has used the supervised learning technique for the prediction of diabetes in Bangladesh.
method as the dataset used in this study was consist of the features that the authors assume are related to diabetes onset based on different previous studies.

Researchers in the field increasingly use different machine learning toolkits, techniques, and models for predicting the possibility of many diseases with up to more than 95% of accuracy\(^9\). However, to extract more useful information, the methods and parameters should be selected reasonably. Besides, it is important to conduct the data pre-processing before applying machine learning models for better accuracy in prediction\(^{19}\). The most common types of data used for predicting diabetes are socio-economic data, vital signs, and diagnostic measurements. Until today, numerous studies have been conducted to predict diabetes using different machine learning models using a large number of factors associated with having diabetes. For example, recent study highlighted in a study by Meng et al.\(^{13}\) that the demographic factors (e.g. age, education, income, and gender), family history, body measurement (e.g. BMI), lifestyle, daily activities, dieting habit are all significant predictive variables of diabetes\(^{20–22}\).

The commonly used predictive models are Naïve Bayes (NB), Logistic Regression (LR), Random Forests (RF), K-nearest neighbor (k-NN), Decision Tree (DT), Support Vector Machine (SVM), and Artificial neural networks (ANN)\(^{23}\). However, interestingly, the best performing technique in one dataset might easily yield low-performance accuracy in another dataset\(^{18}\). Hence, it is important to compare the performance of the machine learning models for different datasets that differ based on the features, source, and types used.

The examples of machine learning models used in supervised learning are Support Vector Machines (SVM), Decision Trees (DT), and k-Nearest Neighbors (k-NN). The following sub-sections briefly discuss the five most popular and widely used predictive models.

1.1 Decision tree

Decision Tree is a powerful model often used by machine learning researchers. It makes decisions based on a flowchart like a tree where the tree starts with a single node containing the training samples. We used the J48 decision tree (also known as C4.5) that uses a top-down method that selects an attribute as a root node to generate a tree branch for every possible attribute and classify it into various subsets that are shown as connected to a root node\(^{11}\).

In the Decision Tree model, the information of each variable is extracted after calculating the entropy of a dataset. Hence, if we consider two classes to be P and N, then the equations used in decisions tree are like:

\[
\text{Entropy} = -\frac{P}{P+N} \log_2 \left( \frac{P}{P+N} \right) - \frac{N}{P+N} \log_2 \left( \frac{N}{P+N} \right)
\]

And then we use:

\[
IG(Y) = E(Y) - E(Y|X)
\]

1.2 Random Forest

This model was proposed by Breiman that uses decision tree based on the Bagging technique\(^{11}\). It generates many decision trees to obtain more accuracy in prediction. The main difference between Decision Tree and Random Forest is that the latter finds the root node and split the feature nodes randomly. When predicting a variable, Random Forest generates separate classification results for each tree. A voting technique is then used to get the final output, which becomes the biggest number in the taxonomy.

1.3 Support Vector Machine

Support Vector Machine (SVM) is one of the most commonly used models and is considered as one of the state-of-the-art tools in machine learning. It is a supervised learning method that uses a training dataset to generate input-output mapping functions. The SVM algorithm uses both the classification and regression techniques to create a line in the graph that separates the data into classes, in which, data points with the same characteristics are grouped in the same class. Hyper-planes are constructed based on a given dataset which is considered as a \(p\)-dimensional vector that can be separated by a maximum of \(p-1\) planes. The purpose of hyper-planes is to maximize the distance between two classes.

1.4 Logistic Regression (LR)

Logistic Regression (LR) model can predict the probability of the dependent variable which is a very popular way to fit models using categorical data. Logistic Regression uses a Sigmoid function instead of a Linear function where the values are restricted...
to either 0 or 1 intervals.

The formula of logistic regression is:

\[ P = \frac{1}{1 + e^{-(a + b_1x_1 + b_2x_2 + \ldots + b_nx_n)}} \]

1.5 K-Nearest Neighbor

K-Nearest Neighbor (KNN) is a very simple model, yet it gives very good results when dealing with regression and classification problems \(^{24}\). It is used in the supervised learning domain to find patterns. When training data is fed into this model as input, it finds out the classes, to which the new unlabeled object belongs. In this process, a 'K' is decided where k is the number of neighbors to be measured by a distance function. The majority voting is used in this case. This gives more accurate prediction.

2 Methodology

This study started with selecting and surveying 750 people. After cases with missing data were removed, data for a total of 738 people were usable. The average age of the participants was 44 years, with the highest age of 78 years old and the lowest age of 19 years old. Therefore, this study is concerned only with “adult-onset Diabetes Type-2 DM”, as opposed to “Diabetes Type-1” which afflicts only children as an auto-immune disease. There were 256 participants (~34.6% from 738 participants) with diabetes and 482 non-diabetic participants.

The data were collected from both the rural and urban areas in Bangladesh. Table 1 shows the predicting factors and their types used in this study. In total, data related to 18 factors were used in the dataset. The supervised learning method was used for this study that required labeling the training data. Besides the literature review and WHO guidelines, two individual doctors were consulted for selecting the factors for questionnaire development and training data based on predicting factors. The questionnaire included a question related to the 18 factors as in Table 1. Out of 750 surveys, only 12 surveys were excluded because of incomplete or missing information.

<table>
<thead>
<tr>
<th>Data Types</th>
<th>Factors (variables)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family history</td>
<td>6. Family History of Diabetes</td>
</tr>
<tr>
<td>Physical activities</td>
<td>17. Physical Activity</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>18. Psychological stress</td>
</tr>
</tbody>
</table>

We employed a framework (Figure 1) that used five widely used machine learning models (i.e., Decision Tree (DT), Support Vector Machine (SVM), Random Forest (RF), Logistic Regression (LR), and K-nearest neighbor regression (K-NN) as described in the literature section above. For optimization, we tuned the parameters (Table 2) of the models accordingly. These classification models are known as widely used choices for classification tasks \(^{25}\). These models create model patterns to predict whether a patient has diabetes or not based on the labeled data provided. The dataset used was primary data which were classified into two classes: diabetic and non-diabetic.

We skipped the feature selection step of machine learning as the features were already selected based on previous studies that used the supervised learning technique. The machine learning algorithms were tested using the Orange package in the Anaconda Python environment. For model validation, we applied the k-fold cross-validation method to estimate the capability and skill of the model \(^{11}\). As we applied the cross-validation method, the input (Figure 1) data contained both the training and test data. For comparison results among the five used machine learning models, we calculated the accuracy, precision, recall, and F1 scores.
3 Results and discussion

The supervised learning technique with five machine learning models was employed. Figure 2 shows that the five models were evaluated against the parameters called Accuracy, Precision, Recall, and F1 Score\(^{(24)}\). The Accuracy gives us information regarding how often the prediction was correct. It is the ratio of the number of correct predictions to the total predictions. The equation of Accuracy is \(\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN}\). Here, TP, TN, FP, and PN are known as True Positives, True Negatives, False Positives, and False Negatives respectively.

According to Table 3 below, TP means that the value of both the actual class and predicted class is Yes; and the TN means that the value of both the actual class and predicted class is No. Conversely, FP means that the value of the actual class is No, but the value of the predicted class is Yes. Likewise, FN means that the value of the actual class is Yes, but the value of the predicted class is No.

<table>
<thead>
<tr>
<th>Model Names</th>
<th>Tuning Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Tree (DT)</td>
<td>Depth = 10</td>
</tr>
<tr>
<td>Random Forest (RF)</td>
<td>Estimators = 100</td>
</tr>
<tr>
<td>Support Vector Machine (SVM)</td>
<td>(N/A)</td>
</tr>
<tr>
<td>Logistic Regression (LR)</td>
<td>(N/A)</td>
</tr>
<tr>
<td>K-nearest neighbor regression (K-NN)</td>
<td>Neighbor = 5</td>
</tr>
</tbody>
</table>

We also calculated the value of Precision which implies the ability of a model of correct positive prediction. It is the ratio of the number of correct positive predictions to the total positive predictions. The equation of Precision is \(\text{Precision} = \frac{TP}{TP + FP}\). Additionally, we calculated the Recall (also known as sensitivity) which is the ratio of correct positive predictions to all predictions in actual class - Yes. The equation of Recall is \(\text{Recall} = \frac{TP}{TP + FN}\).
Furthermore, we calculated the F1 Score which is simply the value of the weighted average of Precision and Recall. The value of the F1 Score is more useful as it takes into account both the Recall and Precision, especially when it is not easy to understand the performance of a model based on Accuracy. The equation of F1 Score is: F1 Score = 2*(Recall * Precision) / (Recall + Precision).

shows that the Logistic Regression model had the highest Accuracy (83.8%), Precision (86.0%), and F1 Score (70.0%) in comparison to other models. The Random Forest has yielded the second most Accuracy (82.4%), Precision (80.0%), and F1 Score (69.8%). On the other hand, the SVM has yielded the highest Recall (71.0%) but the lowest Accuracy (66.2%). Besides, K-nearest neighbour regression (K-NN) has shown the lowest F1 Score (54.9%). Overall, Logistic Regression showed the best result out of five models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>83.8</td>
<td>86</td>
<td>62</td>
<td>70</td>
</tr>
<tr>
<td>Random Forest</td>
<td>82.4</td>
<td>80</td>
<td>64</td>
<td>69.8</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>73.7</td>
<td>59</td>
<td>72</td>
<td>68.4</td>
</tr>
<tr>
<td>KNN</td>
<td>71.0</td>
<td>57</td>
<td>58</td>
<td>54.9</td>
</tr>
<tr>
<td>SVM</td>
<td>66.2</td>
<td>55.4</td>
<td>71</td>
<td>62.2</td>
</tr>
</tbody>
</table>

Figure 2 shows that out of 18 features, the most important feature is blood glucose followed by age, systolic blood pressure and BMI. Figure 2 shows that if the feature glucose is removed from the data, then the accuracy of prediction decreases by about 30%. On the other hand, the absence of age, systolic blood pressure and BMI from the data decrease the accuracy of prediction by 11.2%, 8.9% and 8.4% respectively. It implies that clinical data like blood glucose are stronger features among all types of features (i.e., demographic features, family history, eating habit) added. Besides, Figure 3 (Y-axes is Glucose level and x-axes is BMI) shows that the accuracy by Logistic Regression (.80) can be more generalised than any other models used. It implies that if Logistic Regression is used in other future studies with similar dataset features used in this study, then that may also show more accuracy in comparison to other models as found in this study.

To discuss the results, we used 18 features to test a dataset-specific machine learning study for predicting diabetes. The main objective of this study was to conduct a dataset-specific machine learning study for predicting diabetes in the Bangladesh context and compare the prediction performance of different machine learning models in terms of their accuracy, precision, recall, and F1 Score. According to the authors’ best knowledge, no studies have previously examined the Machine Learning models with a dataset consisting of 18 particular features in Bangladesh for predicting the possibility of diabetes. The dataset contains data of six different types of factors as shown in Table 1. Based on our analysis, we can see that the Logistic Regression (LR) model is the best predicting model (Accuracy of 83.8%).

When comparing with other study, the highest accuracy in this study was 83.7%, which is more than the highest accuracy of 82.10% as shown by another recent study (Ahmad et al.)\(^{(10)}\) in which the dataset that was used had different features. The main difference between the dataset used for this study and the dataset used by Ahmad et al. is that this study has used features related to eating habits and lifestyle. Hence, in comparison to their study, the result in this study shows more accuracy which is important contribution in the context of use of machine learning for disease prediction. Unlike previous study, the comparative higher accuracy reported in this study implies that future studies need to consider adding more features or factors related to eating habits and lifestyle to increase the accuracy of prediction.

However, although previous studies claimed that the non-clinical factors such as demographics, eating habits, and lifestyle in Table 1 influence diabetes prevalence significantly, the inclusion of these features in the dataset in this study has not greatly increased the accuracy. The accuracy level increases up to 88.27% when used clinical factors like fasting plasma glucose (FPG). It implies that selection of specific clinical data increases the accuracy of model prediction drastically. This finding is also supported by the result (Figure 3) in this study that shows if the feature glucose is removed from the data, then the accuracy of prediction decreases by about 30%. This indicates that the dataset consists of more clinical features such as HbA1c test and Glucose level\(^{(26)}\) are more important than the dataset consisting of the features related to demographics, eating habits, and lifestyle for diabetes prediction using machine learning models. Therefore, despite having more accuracy in this study due to adding non-clinical factors or features such as eating habits and lifestyle, clinical data was found to be the biggest determinant in predicting diabetes than the features such as demographics, eating habits, and lifestyle except age, which is a significant finding that has not reported by previous studies.

Also, previous study\(^{(10)}\) have shown different machine learning models (e.g., SVM and k-NN) as the best performer for prediction, we know that even the best model might show low performance in prediction with different datasets derived from
Fig 2. Comparing the most important features.

Fig 3. Projecting the decision boundary for diabetes prediction task by all five models, where Y-axes of all the plots are showing Glucose level. On the other hand, plots in 1st row uses BMI as x-axes, plots in 2nd row uses Systolic BP as x-axes, and plots in 3rd row uses Age as x-axes. The plots show training points in solid colors and testing points semi-transparent. Test accuracy is mentioned at the bottom right of each plot.
another context. In our study, Logistic Regression (LR) was found to be the best performer in predicting diabetes. However, as accuracy alone may not confirm good performance, in our study, Logistic Regression (LR) has also shown the highest values in terms of precision, recall, and F1 Score.

Even though the dataset used in this study can predict diabetes in most of the cases (as F1 score for LR is 70.0%), without the inclusion of more clinical features as well as the features related to demographic, eating habit, lifestyle, the machine learning models cannot significantly increase the accuracy. For instance, other three recent studies \(^{27-29}\) used clinical features such as insulin level and skin thickness, and their study attained the accuracy levels of 90%, 88.6%, and 96% respectively. Hence, in comparison to previous studies, this study strongly encourages the inclusion of more clinical features in future studies in addition to the features related to eating habits and lifestyle.

4 Conclusions

In this study, we proposed a machine learning-based framework and applied the primary data in the local context of Bangladesh. The main objective of this study was to conduct a dataset-specific machine learning study for predicting diabetes in Bangladesh. The authors used five different machine learning models to compare the results. The result shows that Logistic Regression was the best (accuracy was 83.8%) in classifying patients with diabetes. Although the result is promising, the authors suggest for incorporating more features related to clinical diagnosis to increase the accuracy more than 95%.

Based on the findings, the major contribution of this study is to the adding of features related to the eating habit and lifestyle, which have increased the accuracy of prediction in comparison to previous studies as discussed above. In addition, the authors conclude that the inclusion of more clinical features is more important than the inclusion of the features related to demographic, eating habit, and lifestyle, which previous studies have not reported by comparing the results.

Finally, the authors suggest that future studies should also use more complex machine learning techniques such as ensemble method to optimize the dataset and ensure that prediction of diabetes using machine learning makes more sense and is acceptable to the medical personnel, users, and stakeholders. The authors believe that this finding is significant because accurate and timely prediction of chronic diseases, such as diabetes, is important in saving lives, improving the quality of life, and extending average life expectancy, especially in the context of developing countries like Bangladesh.
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