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Abstract
Objectives: Cacao is considered the “food of the gods” and is one of the leading
crops of the tropical world. The differentiated use for both food and non-
food of cacao is the reason why it has been gaining recognition around the
world. Despite this, cacao production is said to be declining for a variety of
reasons. One of these is the possible contamination among the harvested pods
due to the manual way of performing classification and segregation of cacao
pods during the harvest period. Traditional approach or the manual way of
classifying whether the pod is healthy or not is very subjective, which may
give erroneous results, and mixing of healthy and unhealthy pods may lead
to contamination once they are transported and stored. Hence, we develop a
study tomake an objective approach that performs cacao pods classification by
discriminating healthy cacao pods from unhealthy ones using Artificial Neural
Network (ANN). Methods: This study presents a Cacao Pod Classification
System that will automatically classify cacao pods (i.e. healthy or not healthy)
during the harvest period. We leverage imaging technology and machine
learning techniques to create a classifier that performs binomial classification.
Color Histogram (CH) and Local Binary Pattern (LBP) features were used as
input to the Artificial Neural Network (ANN) classifier. Findings: Experiments
reveal that the approach successfully extracts features from the captured
images of cacao pods and provides efficient results in terms of the four
performance measures (i.e. accuracy, precision, recall, and f1-score) giving an
accuracy rate of 98.3% in particular, which is superior among other classifiers
tested such as the Support Vector Machine (SVM) and Logistic Regression (LR).
Novelty: Artificial Neural Network classifier was found to be superior from
other classifiers tested in classifying healthy and unhealthy cacao pods along
with color histogram and local binary pattern as features used in the study.
Application: The pilot test of the application was performed in a 5-hectare
privately owned cacao farm situated at Poblacion, Initao, Misamis Oriental,
Philippines.
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1 Introduction
Theobroma cacao, also known as “cacao” is one of the leading plantation crops of
the tropical world. This crop is said to be the major ingredient in making chocolates
and no other crop can substitute it as far as the chocolate industry is concerned.
Additionally, cacao is said to be used not only for food consumption but is also gaining
recognition in the fields of medicine and cosmetics. This tropical crop grows best in
a humid climate with adequate rainfall. The Philippines is one of the countries in
Asia that has an advantage in the production of cacao because of its location and
efficient climatic condition. Philippines’ cacao production level reached 35,000 MT
by 1990. However, for many reasons, cacao production was reported to be declining.
According to the Philippine Cacao Industry Roadmap majority of the cacao farms in
the country are being owned and managed by small holding farmers. These farmers
are mostly undergraduates who learned about farming through their ancestors or
through personal experience. Additionally, majority of them have limited technical
skills and knowledge on managing their farms. Further, farmers have limited access to
relevant and updated data, information, and knowledge which they can use to further
increase their yield. Additionally, farmers are performing themanual way of inspecting,
assessing, monitoring, and classifying whether the cacao pod is healthy or not during
the harvest period (1,2).This is the problem that we have identified, farmers are doing the
manual way of classifying whether the cacao pod is healthy or not during the harvest
period. From pollination, cacao pods form, mature, and ripen between 160 and 180
days. Ripeness is indicated by a change in color when green pods turn to bright green
or yellow, or dark-red or purple pods turn to yellow or orange. Harvesting should be
done every week during peak season and every two weeks for the non-peak season.
Harvested pods may be stored for 7 days in a shaded area. Separate diseased pods from
healthy pods right in the field to avoid contamination during transport and storage (3).

It’s very important to separate diseased pods from healthy pods right in the field.
Healthy cacao pods range in color from bright green to yellowish to orange or purple.
On the other hand, unhealthy cacao pods contain small brown to black spots and the
texture of the skin is rough compared to the healthy pods and some contain lesions
that serve as points of entry of injurious fungi. The visual appearance of healthy and
unhealthy pods may differ from each other, but there are times that the features are
very confusing bymerely visual inspection. Because of this, classification of pods is very
subjective and the traditional approach (i.e., manual classification of diseased pods from
healthy ones) gives erroneous results, and mixing of healthy and unhealthy pods may
lead to contamination once they are transported or stored for 3 to 7 days (4). Thus, to
potentially improve the effectiveness and efficiency of managing the crops, a solution is
to develop a technology to perform the task with minimal human interaction. Hence,
there is a need to develop an objective method in classifying the cacao pods during the
harvest period (5–7).

We leverage imaging technology (8–12) and machine learning techniques (13–15) to
create a classifier that performs binomial classification with Color Histogram (CH) and
Local Binary Pattern (LBP)as features input for classification. The Color Histogram
feature was considered in the implementation of the study because of its numerous
advantages such as simplicity in terms of manipulation, efficiency, and speed in
computation and manipulation. This also represents the number of pixels that have
colors in each of a fixed list of color ranges that span the image’s color space or the
set of all possible colors (16–18). Moreover, the Local Binary Pattern (LBP) feature was
also considered because it is a simple and efficient texture-based operator that labels
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pixels of an image by thresholding each pixel’s neighborhood and treating the result as a binary number (19–21).
There have been existing studies that use different learning techniques for classification problems such as Support Vector

Machine (22–24); Logistic Regression (25) andArtificial NeuralNetwork (26–31), although these classifiers performedwell, however,
we found out that the experiment reveals among the classifiers tested (e.g., Support Vector Machine, Logistic Regression, and
Artificial Neural Network), the ANN gives favorable results on most classification tasks and showed a high value in terms of
accuracy.

2 Materials and Methods
Figure 1 shows the conceptual framework of the study. It shows the relationship between the different modules of the system
and how data travel across the system.

Fig 1. Conceptual Framework of the Study.

2.1 Experimental Set up and Procedure

Cacao Pods were placed inside a rectangular box (40cmX32.50cmX27cm) with a reasonable amount of lighting installed and
then captured using a LogitechWebCamera with amax resolution of 720p/30fps in a constant distance of 20.5 cm automatically
saved in a computer for data manipulation and analysis. Figure 2 presents the setup in capturing cacao pod images during our
experiments.

Fig 2. Experimental Set-up in capturing Cacao pod images.

Cacao pod images were saved in computer storage and pre-labeled accordingly. A total of 217 cacao pods were classified as
healthy and a total of 201 cacao pods were classified as unhealthy, which were used as the ground truth.

https://www.indjst.org/ 497

https://www.indjst.org/


Baculio & Barbosa / Indian Journal of Science and Technology 2022;15(11):495–504

2.2 Image Acquisition

A total of 418 images of cacao pod were captured and gathered for analysis (217 classified as healthy cacao and 201 classified as
unhealthy cacao).Figures 3 and 4 present sample images of healthy and unhealthy cacao pods respectively.

Fig 3. Sample images from the data set of Healthy Cacao Pods.

Fig 4. Sample images from the data set of Unhealthy Cacao Pods.

2.3 Image Processing

Raw cacao image data will undergo image processing to extract features. These features served as input to the Artificial Neural
Network (ANN) Architecture as shown in Figure 5

Fig 5.Data manipulation methods based on Image Processing (a) Load the original Cacao Pod Image; (b) Apply Gaussian Filter; (c) Apply
Otsu’s Method for Image Binarization; (d) Generate Complemented Image; (e) Trace Boundaries; (f) Locate the Region of Interest (ROI);
and (g) Crop the Cacao Pod Image.

2.4 Feature Extraction

There were two features considered in the study that gave a high contribution to the classification performance. These features
were the Color Histogram (CH) and Local Binary Pattern (LBP) features which served as input to the Artificial Neural Network
(ANN) Architecture.
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2.4.1 Color Histogram Features
Color Histogram feature was considered in the implementation of the study because of its numerous advantages such as
simplicity in terms of manipulation, efficiency, and fast in computation. This represents the number of pixels that have colors
in each of a fixed list of color ranges that span the image’s color space or the set of all possible colors as shown in Figure 6.There
were 418 samples and 768 features taken in each sample for Color Histogram (CH) features.

Fig 6. Loaded Cacao image with its Color Histogram features in graphical form.

2.4.2 Local Binary Pattern (LBP) Features
The Local Binary Pattern (LBP) feature was also considered because it is very efficient and a simple texture-based operator that
labels pixels of an image by thresholding each pixel’s neighborhood and gives a binary number as a result. We performed the
following steps in Local Binary Pattern (LBP) for image feature extraction:

Step 1. Cacao image was converted into grayscale image.
Step 2. SP neighborhoods that surround the central pixel were selected for the calculation of each pixel (ip) in the image.The

coordinates of ip are given by:

(icx −SRsin(2π p/P), icy +SRcos (2π p/P)) (1)

Step 3. Center pixel (ic) was taken and used as the threshold value for its P neighbors.
Step 4. If the value of the adjacent pixel is greater than or equal to the value of the center pixel then S is 1, otherwise 0 as

shown in equation 2.

S(x) =

{
1 if x ≥ 0
0 if x < 0

(2)

Step 5. For LBP value: A binary number consisting of digits adjacent to the center pixel was written sequentially in a
counterclockwise manner.The binary number is the LBP-central pixel code as shown in equation 3 and used as a characteristic
selected local texture.

LBP
(

ipx , ipxy

)
∑P=1

P=0 S (ip − ic)∗ 2P (3)

Where:
ic- the intensity value of the central pixel
ip- the intensity of the neighboring pixel with index P
SP- is the number of sampling points on a circle of radius R (circular neighborhood). It controls the quantization of the

method.
SR- determines the spatial resolution of the method or operator
There were 418 samples and 59 features taken in each sample for Local Binary Pattern (LBP) features.
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2.5 Artificial Neural Network (ANN

The 827 total features (768 features for Color Histogram and 59 features for Local Binary Pattern) taken in each sample were
fed as inputs for training and testing the Artificial Neural Network (ANN) classifier for classifying if the cacao pod is healthy
or unhealthy as shown in Figure 7.

Fig 7. Artificial Neural Network (ANN) Architecture.

Color Histogram (CH) features and Local Binary Pattern (LBP) features represented by (c1,c2,c3, ...,c728] and
(l1, l2, l3, ..., l59] respectively were the input vector for the classifier.The input layer distributes the values to each of the neurons
in the hidden layer. In addition to the input variables, a constant input bias of 1.0 was fed to each of the hidden layers; the bias
was multiplied by a weight th1th2 that characterize for unhealthy.

2.6 Output Unit

In this last stage, features were used as input to the ANN and the system will then automatically classify whether the cacao
pod is healthy or unhealthy. Since Support Vector Machine (SVM) and Logistic Regression (LR) and Artificial Neural Network
(ANN) have been tested to be efficient in building a classifier as shown in several studies (22–31), we considered these three (3)
models as the most appropriate classification techniques to be used in building a predictive model. We conducted experiments
utilizing each of these models and compared the results in terms of their performance measures (i.e., accuracy, precision, recall
and F1-score) as shown in Table 1.

Table 1. Comparison of the performance of different classifiers for cacao pod classification
Classifier Accuracy Precision Recall F1-score
Artificial Neural Network (ANN) 98.3% 99.1% 97.7% 98.5%
Support Vector Machine (SVM) 97.1% 97.0% 97.0% 97.0%
Logistic Regression (LR) 60.5% 58.4% 62.2% 59.9%

Table 1 shows the comparison of the performance of different classifiers for cacao pod classification that we used in the
experiments. Empirical results reveal that the Artificial Neural Network (ANN) turns out to be superior among the three
classifiers tested for performance measures (i.e., accuracy, precision, recall, and f1-score) with 98.3% accuracy in particular.
Hence, we employ this model in the development of the system.

3 Results and Discussion
In our experiment, the data acquired had a total number of 217 images of healthy cacao pods and a total number of 201 unhealthy
cacao pods.The results had shown that the developed system is capable of extractingColorHistogramFeatures and Local Binary
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Pattern (LBP) Features as input and capable of classifying healthy or unhealthy cacao pods.
Color Histogram represents the number of pixels that have colors in each of a fixed list of color ranges that span the image’s

color space or the set of all possible colors. A total of 768 color histogram features were extracted from the data images. Local
Binary Pattern (LBP) feature is a simple and effective texture operator that labels the pixels of an image by thresholding each
pixel’s neighborhood and treating the result as a binary number. Each cacao pod image has a total texture value of 59.

Figure 8 shows the neural network architecture. The first layer receives the input. The 827 input indicates the number of
extracted features.The second layer is the Hidden layer. It receives data from the first layer.There are ten hidden neurons in the
hidden layer.The third layer is the output layer. It shows that the 827-input data that we used came up with four output neurons.

Fig 8.Neural Network Architecture.

These two output neurons represent the target values. The target values are the following: 1 and 0. The binary number 1
represents the Healthy classification while 0 represents the Unhealthy classification of the cacao pod image.

Figure 9 shows the overall performance of the network. The best performance of the network is 0.07255 at epoch 32. After
training the network, the weights of the implemented network were acquired.

Fig 9. Best Validation Performance

Figure 10 shows the Receiver Operating Characteristic (ROC) of the trained network for classifying healthy and unhealthy
cacao pods. It also shows the plotting of the True Positive Rate (TPR) against the False Positive Rate (FPR). This implies that
the trained model is considered a good model.

Figure 11 shows the Confusion Matrix of the trained Network.The total number of healthy cacao pod images is 217 and the
total number of unhealthy cacao pod images is 201. In this confusionmatrix, out of 217 total number healthy cacao pod images,
215 or 51.4% are correctly classified as healthy and only 2 cacao pod image or 0.5% are incorrectly classified as unhealthy. On
the other hand, out of 201 total number unhealthy cacao pod images, 196 or 46.9% are correctly classified as unhealthy while 5
images or 1.2 % are incorrectly classified as healthy.

While there have beenmany similar works related to classification of cacao (8,29), experiments reveal that our approach yields
excellent results in terms of the classifier’s accuracy of 98.3% as shown in Table 1. Based on the experiments we conducted, our
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Fig 10. Receiver Operating Characteristic ROC

Fig 11. AllConfusion Matrix

study showed that using color histogram and local binary pattern as features, and ANN as classifier, is the best method in
classifying healthy and unhealthy cacao pods.

Another advantage of the study is that it does not require descriptive sampling of the pods or required the fruit to be plucked
from the tree and opening it. Also, our approach to combine Color Histogram and Local Binary Pattern as features of the
classifier is easy to manipulate and fast. Furthermore, the Artificial Neural Network proves to be very efficient and works well
based on our experiment.

4 Conclusion
In this study, we introduce an objective approach that performs cacao pods classification (i.e. healthy or unhealthy) that
discriminates healthy cacao pods from unhealthy ones using Artificial Neural Network (ANN). Additionally, we were able to
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successfully extract features from the captured images of cacao pods with the use of Image Processing techniques. A significant
amount of dataset was also collected from cacao farms that were used to conduct the training and testing procedures.

The results collected from the training procedure served as the standard for which the further data will be compared to have
an accurate classification of healthy and unhealthy cacao pods. We were able to classify healthy and unhealthy cacao pods by
analyzing the images captured with 98.3% accuracy.

This study will aid cacao farmers to potentially improve the effectiveness and efficiency of managing the crops especially in
classifying cacao pods.This requireminimal human interaction therebymaking the farmerswork faster andwithmore accuracy
during the harvest period. Cacao farmers will also be able to increase their harvest ready for either importation or chocolate
processing.

5 Recommendations
The study presented the capability of the Artificial Neural Network (ANN) to classify healthy and unhealthy cacao pods. The
accuracy of the system is quite promising however, there are still a lot of rooms to be explored to have the most optimum result
and system performance.

With due consideration of the scope and result of this study, the following are recommended for further study.

• Additional Cacao Pod images to be used for training
• Additional Cacao Pod images to be used for testing
• Train data in different environmental set-up to make the system robust

6 Acknowledgement
Wewould like to acknowledge the Department of Science and Technology – SEI (DOST-SEI) for the financial support through
its scholarship program.

References
1) . 2021. Available from: https://www.da.gov.ph/wp-content/uploads/2018/01/Philippine-Cacao-IndustryRoadmap.pdf.
2) Defining Competitiveness in the Philippines’ Cacao Industry. 2021. Available from: https://industry.gov.ph/wp-content/uploads/2016/08/Cacao-

Industry-by-Josephine-Ramos-Chair-Cacao-Industry-Development-Sub-committee-DA-PCAF.pdf.
3) The Philippines in the Cocoa-Chocolate Global Value Chain. 2017. Available from: https://industry.gov.ph/wp-content/uploads/2017/11/DTI-Policy.
4) Hernández-Hernández C, Fernández-Cabanás VM, Rodríguez-Gutiérrez G, África Fernández-Prior, Morales-Sillero A. Rapid screening of unground

cocoa beans based on their content of bioactive compounds by NIR spectroscopy. Food Control. 2022;131:108347–108347. Available from: https:
//dx.doi.org/10.1016/j.foodcont.2021.108347.

5) Adhitya Y, Prakosa SW, Köppen M, Leu JS. Feature Extraction for Cocoa Bean Digital Image Classification Prediction for Smart Farming Application.
Agronomy. 2020;10(11):1642–1642. Available from: https://dx.doi.org/10.3390/agronomy10111642.

6) Quelal-Vásconez MA, Lerma-García MJ, Édgar Pérez-Esteve, Talens P, Barat JM. Roadmap of cocoa quality and authenticity control in the industry:
A review of conventional and alternative methods. Comprehensive Reviews in Food Science and Food Safety. 2020;19(2):448–478. Available from:
https://dx.doi.org/10.1111/1541-4337.12522.

7) Rodriguez C, Alfaro O, Paredes P, Esenarro D, Hilario F. Machine Learning Techniques in the Detection of Cocoa (Theobroma cacao L.) Diseases. 2021.
Available from: https://www.annalsofrscb.ro/index.php/journal/article/view/2317.

8) Tan DS, Leong RN, Laguna AF, Ngo CA, Lao A, Amalin DM, et al. AuToDiDAC: Automated Tool for Disease Detection and Assessment for Cacao Black
Pod Rot. Crop Protection. 2018;103:98–102. Available from: https://dx.doi.org/10.1016/j.cropro.2017.09.017.

9) Hinneh M, Semanhyia E, Van de Walle D, De Winne A, Tzompa-Sosa DA, Scalone GLL, et al. Assessing the influence of pod storage on sugar and
free amino acid profiles and the implications on some Maillard reaction related flavor volatiles in Forastero cocoa beans. Food Research International.
2018;111:607–620. Available from: https://dx.doi.org/10.1016/j.foodres.2018.05.064.

10) Santos FA, Palmeira ES, Jesus GJ. An image dataset of cut-test-classified cocoa beans. Data in Brief. 2019;24:103916–103916. Available from:
https://dx.doi.org/10.1016/j.dib.2019.103916.

11) Fernández-Niño M, Rodríguez-Cubillos MJ, Herrera-Rocha F, Anzola JM, Cepeda-Hernández ML, Mejía JLA, et al. Dissecting industrial fermentations
of fine flavour cocoa through metagenomic analysis. Scientific Reports. 2021;11(1). Available from: https://dx.doi.org/10.1038/s41598-021-88048-3.

12) Sánchez K, Bacca J, Arévalo-Sánchez L, Arguello H, Castillo S. Classification of Cocoa Beans Based on their Level of Fermentation using Spectral
Information. TecnoLógicas. 2021;24(50):e1654–e1654. Available from: https://dx.doi.org/10.22430/22565337.1654.

13) Adhitya Y, Prakosa SW, Köppen M, Leu JS. Feature Extraction for Cocoa Bean Digital Image Classification Prediction for Smart Farming Application.
Agronomy. 2020;10(11):1642–1642. Available from: https://dx.doi.org/10.3390/agronomy10111642.

14) Hassan NH, Nashat A. New effective techniques for automatic detection and classification of external olive fruits defects based on image processing
techniques. Multidimensional Systems and Signal Processing. 2019;30(2):571–589. Available from: https://dx.doi.org/10.1007/s11045-018-0573-5.

15) Oliveira MM, Cerqueira BV, Barbon S, Barbin DF. Classification of fermented cocoa beans (cut test) using computer vision. Journal of Food Composition
and Analysis. 2021;97:103771–103771. Available from: https://dx.doi.org/10.1016/j.jfca.2020.103771.

16) Sharma R, Singh R. Improved Approaches Edge Direction Histogram and HSV Histogram, Color Auto Correlagram; Gabor Wavelet Transforms using
CBIR. International Journal of Computer Applications. 2018;182(2):24–28. Available from: https://dx.doi.org/10.5120/ijca2018917464.

https://www.indjst.org/ 503

https://www.da.gov.ph/wp-content/uploads/2018/01/Philippine-Cacao-IndustryRoadmap.pdf
https://industry.gov.ph/wp-content/uploads/2016/08/Cacao-Industry-by-Josephine-Ramos-Chair-Cacao-Industry-Development-Sub-committee-DA-PCAF.pdf
https://industry.gov.ph/wp-content/uploads/2016/08/Cacao-Industry-by-Josephine-Ramos-Chair-Cacao-Industry-Development-Sub-committee-DA-PCAF.pdf
https://industry.gov.ph/wp-content/uploads/2017/11/DTI-Policy
https://dx.doi.org/10.1016/j.foodcont.2021.108347
https://dx.doi.org/10.1016/j.foodcont.2021.108347
https://dx.doi.org/10.3390/agronomy10111642
https://dx.doi.org/10.1111/1541-4337.12522
https://www.annalsofrscb.ro/index.php/journal/article/view/2317
https://dx.doi.org/10.1016/j.cropro.2017.09.017
https://dx.doi.org/10.1016/j.foodres.2018.05.064
https://dx.doi.org/10.1016/j.dib.2019.103916
https://dx.doi.org/10.1038/s41598-021-88048-3
https://dx.doi.org/10.22430/22565337.1654
https://dx.doi.org/10.3390/agronomy10111642
https://dx.doi.org/10.1007/s11045-018-0573-5
https://dx.doi.org/10.1016/j.jfca.2020.103771
https://dx.doi.org/10.5120/ijca2018917464
https://www.indjst.org/


Baculio & Barbosa / Indian Journal of Science and Technology 2022;15(11):495–504

17) Chaki J, Dey N, Moraru L, Shi F. Fragmented plant leaf recognition: Bag-of-features, fuzzy-color and edge-texture histogram descriptors with multi-layer
perceptron. Optik. 2019;181:639–650. Available from: https://dx.doi.org/10.1016/j.ijleo.2018.12.107.

18) Sodjinou SG, Mohammadi V, Mahama ATS, Gouton P. A deep semantic segmentation-based algorithm to segment crops and weeds in agronomic color
images. Information Processing in Agriculture. 2021. Available from: https://dx.doi.org/10.1016/j.inpa.2021.08.003.

19) Dwairi MO. A modified symmetric local binary pattern for image features extraction. Telecommunication Computing Electronics and Control.
2020;18:1224–1224. Available from: https://dx.doi.org/10.12928/telkomnika.v18i3.14256.

20) Sujay SN, Reddy HSM. Extended Local Binary Pattern Features based Face Recognition using Multilevel SVM Classifier. International Journal of Recent
Technology and Engineering. 2019;8(3):4123–4128. Available from: https://www.ijrte.org/wp-content/uploads/papers/v8i3/C5481098319.pdf.

21) Kusuma IB, Kartika A, and Kurniawan Nur Ramadhani TABW, Sthevanie F. Image Spoofing Detection Using Local Binary Pattern and Local Binary
Pattern Variance. International Journal on Information and Communication Technology (IJoICT). 2019;4(2):11–11. Available from: https://dx.doi.org/10.
21108/ijoict.2018.42.134.

22) Rana A, Vaidya P, Gupta G. A comparative study of quantum support vector machine algorithm for handwritten recognition with support vector machine
algorithm. Materials Today: Procedings. 2021. Available from: https://dx.doi.org/10.1016/j.matpr.2021.11.350.

23) Lawi A, Adhitya Y. Classifying Physical Morphology of Cocoa Beans Digital Images using Multiclass Ensemble Least-Squares Support Vector Machine.
Journal of Physics: Conference Series. 2018;979:012029–012029. Available from: https://dx.doi.org/10.1088/1742-6596/979/1/012029.

24) Gaikwad S, Shinde S. Leaf Disease Detection using Digital Image Processing with SVM Classifier. International Journal of Computer Sciences and
Engineering. 2019;7(6):877–881. Available from: https://dx.doi.org/10.26438/ijcse/v7i6.877881.

25) Buya S, Tongkumchum P, Owusu BE. Modelling of land-use change in Thailand using binary logistic regression and multinomial logistic regression.
Arabian Journal of Geosciences. 2020;13(12). Available from: https://dx.doi.org/10.1007/s12517-020-05451-2.

26) Al-Abaid SA. Artificial Neural Network Based Image Encryption Technique. Journal of Advanced Research in Dynamical and Control Systems.
2020;12(SP3):1184–1189. Available from: https://dx.doi.org/10.5373/jardcs/v12sp3/20201365.

27) Zainal A. pH Neutralization Plant Optimization Using Artificial Neural Network. Journal of Advanced Research in Dynamical and Control Systems.
2020;12(SP4):1466–1472. Available from: https://doi.org/10.5373/jardcs/v12sp4/20201625.

28) Lin YH, Liao KYK, Sung KB. Automatic detection and characterization of quantitative phase images of thalassemic red blood cells using a mask region-
based convolutional neural network. Journal of Biomedical Optics. 2020;25(11). Available from: https://dx.doi.org/10.1117/1.jbo.25.11.116502.

29) Veites-Campos SA, Ramírez-Betancour R, González-Pérez M. Identification of Cocoa Pods with Image Processing and Artificial Neural Networks.
International Journal of Advanced Engineering, Management and Science. 2018;4(7):510–518. Available from: https://dx.doi.org/10.22161/ijaems.4.7.3.

30) Lestari U, Kumalasanti RA,Wulandari ES. Identifying theQuality Systemof Cocoa Beans to Increase ProductivityUsing BackpropagationNeural Network
Algorithm: A Case Study at Sumber Rejeki Farmers Group, Patuk Gunung Kidul. Journal of Physics: Conference Series. 2019;1413(1):012033–012033.
Available from: https://dx.doi.org/10.1088/1742-6596/1413/1/012033.

31) Abbas A, Shamel M. Simulate Neural Networks for Recognition Fruits and Vegetables in the Supermarket. Al-Kitab Journal for Pure Sciences. 2018;2(1).
Available from: https://dx.doi.org/10.32441/kjps.v2i1.139.

https://www.indjst.org/ 504

https://dx.doi.org/10.1016/j.ijleo.2018.12.107
https://dx.doi.org/10.1016/j.inpa.2021.08.003
https://dx.doi.org/10.12928/telkomnika.v18i3.14256
https://www.ijrte.org/wp-content/uploads/papers/v8i3/C5481098319.pdf
https://dx.doi.org/10.21108/ijoict.2018.42.134
https://dx.doi.org/10.21108/ijoict.2018.42.134
https://dx.doi.org/10.1016/j.matpr.2021.11.350
https://dx.doi.org/10.1088/1742-6596/979/1/012029
https://dx.doi.org/10.26438/ijcse/v7i6.877881
https://dx.doi.org/10.1007/s12517-020-05451-2
https://dx.doi.org/10.5373/jardcs/v12sp3/20201365
https://doi.org/10.5373/jardcs/v12sp4/20201625
https://dx.doi.org/10.1117/1.jbo.25.11.116502
https://dx.doi.org/10.22161/ijaems.4.7.3
https://dx.doi.org/10.1088/1742-6596/1413/1/012033
https://dx.doi.org/10.32441/kjps.v2i1.139
https://www.indjst.org/

	Introduction
	Materials and Methods
	2.1 Experimental Set up and Procedure
	2.2 Image Acquisition
	2.3 Image Processing
	2.4 Feature Extraction
	2.4.1 Color Histogram Features
	2.4.2 Local Binary Pattern (LBP) Features

	2.5 Artificial Neural Network (ANN
	2.6 Output Unit

	Results and Discussion
	Conclusion
	Recommendations
	Acknowledgement

