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Abstract
Objectives: To present a model which can detect malicious attacks using
the URL of the Social Communication Platform using the data imbalance
machine learning algorithm. The main objective is to detect the attack and
prevent it from happening. Methods: This study presents an efficient feature
extraction and selection method addressing feature imbalance problems;
and also presents an improved concept drift and machine learning-based
classification. This paper extracts the URL of the undesired tweets, identifies
them, and filters them for classification. Findings: The experiments have been
conducted using the drifted twitter spam dataset. Our model DIA-XGBoost
extracts the URL of the undesired tweets, identifies them, and filters them
for classification. Further, the attack pattern varies with respect to time.
Furthermore, the results show that our DIA-XGBoost attains higher accuracy
performance by 1.254%, URL recall performance by 0.14%, and increased F-
measure performance by 10%when comparedwith the existingML techniques
(Random Forest, K-Nearest Neighbour, XGBoost). Thus, the existing ML-based
classification model achieves poor classification accuracy whereas our model
solves this issue. Novelty: Various Machine Learning (ML) techniques have
been applied for the classification of URL redirection attacks. However, the
spam data generally exhibit feature imbalance. Further, the attack pattern
varies with respect to time. Thus, the existing ML-based classification model
achieves poor classification accuracy. Hence, our model solves the issue using
the DIA-XGBoost algorithm, detects and prevents URL malicious attacks.
Keywords: Data Imbalance; Feature Extraction; Concept Drift; URL; Machine
Learning; URL Redirection Attack

1 Introduction
Online Social platforms like Facebook, Instagram,WhatsApp, andTwitter have changed
the way of sharing information between people (1). Users join social networks usually
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to connect to their families, friends, or who they are interested in.The information being shared by the users can be of any type.
Some of the information shared could be irrelevant to other users. Some of the users share the wrong information to gain the
attention of the user. The best example of sharing the wrong information could be edited images and videos, fake news, and
other kinds of irrelevant data that is being shared using the URLs in social platforms. To reduce these kinds of fake URLs, this
model has been created to identify and classify the following URLs to reduce these kinds of attacks. All the existing models
mainly focus on network security and try to identify using the four kinds of attacks: Dos (denial of service), probe, U2R (User
to Root), and R2L (remote to local). Generally, the users are unaware that the attacker has been attacked and the information
has been leaked leading to many frauds. Many models have been created to stop these kinds of attacks before happening. Many
machine learning algorithms have been used in the model, to predict these attacks. Some of the models have predicted the
attacks but the accuracy rate has been compromised. We have created a model that gives a correct identification of the given
malicious URL and classifies the URLs into different classifications. The goal of this model is to check the malicious URLs and
classify them into different types of attacks.

In (2), has explained how the attackers get the attention of the users and make them open the URL links. The attacker sends
misleading information that makes the social network a plot for the media. Some of the unwanted text or data can be sent
through these URLs. The paper explains the detection model that is used on social networks with the help of supervised
machine learning algorithms like Naïve Bayes and Enhanced Random Forest classification and F1-scoring method to check
the accuracy and precision of the model. In (3), the paper has classified spammer and non-spammer content in social networks
using the Genetic Algorithm.The detection of the attacker in an online platform is a critical job. In (4), it mainly focuses on the
Drifted Social Network malicious URL problems and overcomes this problem using the machine learning algorithm, Adaptive
K-Nearest Centroid Neighbor Classifier (AKNCN).Themodel is trained using the spam and non-spam content that have been
taken as the dataset for training the classifier. In (5), discusses the machine learning concepts and concept drift approach for
detection of malicious URLs. They have collected the Lexical, host-based, and content-based features from the URL to train
the machine learning algorithm. There are multiple machine learning algorithms used in this model such as Random Forests,
Gradient Boosted Decision Trees, and Deep Neural Network classifier to check the accuracy and precision. In (6), explains the
concept of data drifts and concept drift. They have proposed a model where they can have a solution for both data drifts and
concept drifts in IoT-Driven Intrusion detection.They have a solution that stabilizes both of the problems and gives an efficient
performance for the intrusion system. In (7), they have an approach for intrusion detection using stream-oriented learning for
adaptation of the concept drift. Machine learning algorithm, Adaptive Random Forest classifier has been used to train and
detect various intruders in a data stream model. In (8), they have a theory that the real-world data stream has a challenge in
the implementation of the machine learning model. This paper proposes a method of active concept drifts detection algorithm
for time series analysis in an even environment. In (9), they have explained the challenges faced by the intrusion detection
system in IoT which is based on Machine learning. The challenges faced are concept drift, high dimensionality that is a large
amount of data to be preprocessed before training and testing the model, and computational complexity. They have concluded
that the three problems should be addressed in the neural network model for an intrusion detection system in IoT. The real-
world data streams keep changing from time to time (10), known as the concept drift. As the data keeps changing according to
time there are many challenges faced by the machine learning algorithms. A Recurrent Adaptive Classifier Ensemble (10) keeps
the data of preciously trained models and always trains the model using both the new and existing classifiers. As there are
many malware and malicious data that have been increasing over the years (11), the detection model has to be improved using
the concept drift and train the model using the real-time data and different malware samples to achieve higher accuracy. The
Heterogeneous Dynamic Ensemble Selection Base on Accuracy and Diversity (HDES-AD) (12), has been used to train the real-
time datasets in nonstationary environments. In a reviewon SocialNetworkPlatformdetection systems (13), the researchers have
introduced various defense techniques to overcome the problem of Online Social network services. In (14), this paper discusses
the CONFRONTmethod that is used to detect concept drift in botnets. Many approaches have been proposed for various types
of detection of malicious URLs (15), a new system has been proposed to detect the URL where the URL classification model is
trained, and using the concept drift detection themachine learningmodel is trained. In (16), this paper explains how the concept
of drifts faces challenges in data imbalance. As the streams evolve, the trained model becomes outdated. To continuously run
the model the paper has proposed the solution based on Restricted Boltzmann Machine. A framework called spam drift (17),
was introduced to deal with the detection of spammer activities in real-time. This approach uses an unsupervised machine
learning approach to detect spamming patterns. A Detection system for spammers and Fake user identification on the social
network (18), (19), has been performed where the model detects the fake text, spam based on URL, spam in trending topics, and
fake users. The detection is done using various techniques such as user features, content features, structure features, and time
features. Various machine learning approaches like Naïve Bayes classifier, Neural network, and Support Vector machine have
been used in the spamming technique but are not effective to predict the correct accuracy in high-dimensional data. Social
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Media Spam Classification is a tough challenge (20), and using malicious links and with the evolution of time, the filtered model
could be deceived, causing loss to both users and the whole network.

2 Data Imbalance Aware XGBoost (DIA-XGB) based malicious URL detection model
This work presents a data imbalance and malicious URL identification and classification model using an improved XGBoost
Algorithm.The architecture of data imbalance and malicious URL model using XGBoost Algorithm is shown in Figure 1. This
paper presents the Data Imbalance Aware XGBoost (DIA-XGB) Algorithm for the detection of different malicious URLs in the
Social Network Platform and reduces the spammore efficiently than the existing model considering the data imbalance. It also
presents the spam drift extraction and detection model using KL- divergence for obtaining drift time and changes the values in
the XGBoost Classification model to check the efficiency of the model.

Fig 1.The architecture of Data Imbalance and Concept drift

XGBoost is an enhanced distributed gradient boostingmodel intended to be exceptionally effective, adaptable, and versatile.
It carries out machine learning calculations under the Gradient Boosting structure. XGBoost gives a parallel tree boosting
(otherwise called GBDT, GBM) that tackles numerous data science issues quickly and exactly. A similar code runs on major
different environments (Hadoop, MPI) and can take care of issues of past billions of models. The idea behind using gradient
tree boostingmethodologies is to obtain outcomes by cumulating several tree classifiers.Therefore, for classifying themalicious
URL, the model trains dataset with o samples with several classifiers as described in below equation

Â j = H (Z j) = ∑M
m=1 hm (Z j) , hm ∈ α (1)

where Z j shows the jthdata within training data,K depicts tree size used for classifying themalicious URL in the social network
dataset, Â j defines the classification outcomes of our multi-label classification model with certain dimensions, kth dimension
describes the probability that it will be classified as being belonged to the kth class andα defines set of decision trees as described
below

α =
(
h(z) = yu(z)

}
(2)

where every tree h(z) agree with respect to leaf weight y and structure parameter u. The objective of the XGBoost classification
model is to minimize the loss parameter

N (H) = ∑k n(âk,ak)+∑m β (hl) (3)

where,

β (h1) = δV +µ∥y∥2 (4)

The first parameter n(âk,ak) in Eq. (3) defines the loss function among actual and classified outcomes. The second parameter
β (hl) in Eq. (3) depicts the penalizing term; U depicts leaves size within a tree, δ , and µ depicts the controlling parameter
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used for controlling computational complexity. In this work weighted loss function is considered for training data z whose ID
is described byn, the negative log probabilistic loss function is obtained using the following equation

n(âk,ak) =−∑l a(l) logâ(n) =−logâ(n) (5)

where a(l) depicts lth dimension of a, â(n) depicts the lth dimension of output â. Further, the loss function is optimized
iteratively for obtaining minimum loss. Thus, the optimized loss function under certain iteration u can be described using the
following equation

NK = ∑p
k=1 n

(
â(p−1)

k +hp (zk) ,ak

)
+β (hv) (6)

The proposed methodology establisheshp that can greedily minimize the loss using the following equation

N p ∼= ∑p
k=1

(
n
(

â(P−1)
k +ak

)
+ ikhk (zk)+

1
2

jkh2
p (zk)

]
+β (hp) (7)

where h j depicts the first-order gradient of n
(

â(P−1)
k +ak

)
and jk depicts the second-order gradient of n

(
â(P−1)

k +ak

)
; thus,

the tree hp can be established by minimizing Eq. (7).
The proposed algorithm Data Imbalance Aware XGBoost helps us to detect the malicious URL efficiently and address the

drift problem. The malicious URL change with respect to time. As a result, it affects the performance and efficiency of the
existing classifier due to the concept drift problem.Thus, it is mandatory to study the distribution of different types of malicious
URLs and consider the different periods. The distribution of these different types and different periods can be described as
follows

Dlm (P(Q ) = ∑ j P( j) log
P( j)
Q( j)

. (8)

It is used for acquiring a similar analysis of likelihood appropriations. This work maps the information point into dispersion
boundary. Consider a multi-set Y = (y1,y2, . . . ,yo} from a finite set F composed of feature parameter, and represent O(y(Y )
the number of appearances of y ∈ Y , thus the relative ratio of each y is represented as follows

PY =
O(y(Y )

o
. (9)

Thus, the distance among the successive malicious URL, D1and D2 is computed as follows

D(D1 (D2 ) = ∑y∈F PD1 (y) log
PD1 (y)
PD2 (y)

(10)

This work does the calculation of distance distribution (Eq. (10)) of each element of non-malicious URL and malicious URL
taking the calculated value. The higher the value, the more complex the distribution will be and from this the distance
distribution estimations, we can acquire the distribution of malicious URL features which is changing quickly according to
the time. Further, for non-malicious URL information, this work expects that there are no changes in distribution value.
As long as, the distribution of preparing the test values isn’t changed/adjusted. Since, the information base that gains from
unmodified preparing test isn’t altered while being used for characterizing upcoming malicious URL, as a result, the precision
of the characterizationmodel will be changed. Resolving issues of gathering altered information to refresh the classifiermodel is
a key factor. By gathering such unlabeled approachingmalicious URL and to address this issue, this work presents a model Data
Imbalance Aware XGBoost which is made out of two-component, such as to learn from distributed malicious URL and further
gain knowledge from the manual data. The calculation to address the malicious problem issue is introduced in Algorithm 1.

The Algorithm takes malicious URL (α1, . . . ,α2} unclassified malicious URLsUulbl , a binary DIAX classifier model β as
input and obtain an output of manually labeled chosenmalicious URLun. In step 2, we initialize labeled trainingmalicious URL
dataU lbl . In step 3, using β we construct a classification model C fromUlbl . In step 4, the unlabeled data Uulbl is classified as
malicious URL dataUS′ and non-malicious URL dataUS′′ . In step 5, the malicious URLUS′ classified by classification model C
are grouped into labeled dataU lbl . In step 6, utilizingUR the classification modelC is further retrained. In step 7, we establish
the freshly coming URLs for the selection process. In steps 8 to 12, we obtain URLs that meet selection condition T . In steps 13
to 17, we manually label or classify each URL datav j. In this way, the training data is updated. Therefore, the aid in addressing
concept drift problems and attaining better accuracy performance is experimentally proven in the below section.
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3 Results and Discussion
Here the performance of the Data Imbalance Aware XGBoost (DIA-XGB) model is compared with the other existing
models (19), (21). Different evaluation measures and classification performance for the model have been compared with the
required different existing models. The experiment of this model has been performed on Intel Pentium I-7 Class Processor
that was composed of 8 GB of RAM and all the Data Imbalance Aware XGBoost (DIA-XGB) and other existing algorithms have
been implemented using Python 3 framework. All the existing and proposed classification algorithms have been implemented
using the sci-kit-learn package.

• Dataset Description

We have used a well-known and widely used social networkmalicious URL dataset (19), (21). In the Social network, the URL only
is used for evaluation. The Dataset comprises 12 features sets that are described in Table I. A total of 10,000 malicious URLs of
data is collected per day and the data similarly has been collected for 10 days. According to the real-world scenarios, only 5%
of data is discarded as it is of no use. Table 1 shows the Dataset that has been considered for experimental analysis.

Table 1. Dataset Considered for Experimental Analysis
Feature Number Feature Named
F1 Account Age
F2 No_follower
F3 No_following
F4 No_userfavourites
F5 No_lists
F6 No_tweets
F7 No_retweets
F8 No_hashtags
F9 No_usermention
F10 No_URLs
F11 No_char
F12 No_digits

• Model Performance

Here the performance of theDIAXGB and existing systems such as KNN, RF, XGB, andDIA-XGB is evaluated.The experiments
are conducted for comparing imbalance performance and drift detection of the differentmethods.The performance is evaluated
in terms of accuracy, recall, and F-measure. The ROC confusion matrix is shown in Table 2.

Table 2. ROC Confusion Matrix
Malicious URL Normal URL

Predicted Malicious URL True Positive (TP) False Positive (FP)
Predicted Normal URL False Negative (FN) True Negative (TN)

The accuracy performance is calculated as follows

Accuracy =
T P+T N

T P+FP+T N +FN
(11)

The recall performance is calculated as follows

Recall =
T P

T P+FN
(12)

The F-measure performance is calculated as follows

F −measure =
2∗Precision∗Recall

Precision∗Recall
(13)
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• Malicious URL Accuracy Performance

This section checks the accuracy of the proposed model with the other existing models.The accuracy of the model is calculated
using Eq. (11).The accuracy achieved by the DIA-XGB algorithm over the existing system such as KNN, RF, and XGBoost (19)is
shown in Figure 2. From the figure, it can be seen that the model DIA-XGB gives a better accuracy rate than the other algorithm
used in the existing model. The KNN shows an accuracy of 96.78% while the RF algorithm shows an accuracy of 98.43%. It
can be seen that the existing XGBoost model is giving 98.85% while the DIA-XGB provides an accuracy of 99.684%. Thus, the
model DIA-XGB gives us more accuracy than the existing models.

Fig 2.Malicious URL Accuracy Performance

• Malicious URL Recall Performance

This section checks the recall performance of the proposed model with the other existing models (19). The recall performance
of the model is calculated using Eq. (13). The recall performance achieved by the DIA-XGB algorithm over the existing system
such as KNN, RF, and XGBoost (19) is shown in Figure 3. From the Figure, it can be seen that the RF algorithm gives a recall of
0.69 and the KNN algorithm gives a recall of 0.61 which is comparatively less. The DIA-XGB gives a recall of 0.93 whereas the
existing XGB gives a recall of 0.79.The DIA-XGB gives a 0.14 better recall than the existing model of XGBoost. This shows that
the DIA-XGB has a good recall performance as compared with the existing system.

Fig 3.Malicious URL Recall Performance

• Malicious URL F-Measure Performance

This section checks the F-measure performance of the proposed model with the other existing models (19). The F-measure
performance of the model is calculated using Eq. (14). The F-measure performance achieved by the DIA-XGB algorithm over
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the existing system such as KNN, RF, and XGBoost (19) is shown in Figure 4.The RF algorithm shows an F-measure of 0.80 and
the KNN show an f-measure which is relatively low, that is of 0.65. The XGBoost shows an f-measure of 0.86 and the DIA-XGB
shows an f-measure of 0.96. The DIA-XGB shows a 10% increase to the existing XGBoost.

Fig 4.Malicious URL F-measure Performance

4 Result and discussion

Table 3. Comparative analysis of DIA-XGB over existing methodologies
LFUN-RF (21) 20 16 AKNCN (3), 2019 MDDT, (19), 2 020 DIA-XGB

Address class imbalance No No No Yes
Address concept drift Yes Yes Yes Yes
Accuracy 80% 91.95% 98.85% 99.68%
F-measure 84% 89.7% 86.7% 96.67%
Recall 88% 90.05% 79.77% 93.425%

The comparative analysis of the proposed DIA-XGB and the existing model is shown in Table 3. The following existing
methodology is chosen as they all worked using the dataset. The Lfun-Random Forest model (21) attained an accuracy, F-
measure, and recall performance of 80%, 84%, and 88%, respectively. The AKNCN model (3) attained an accuracy, F-measure,
and recall performance of 91.95%, 89.7%, and 90.05%, respectively. The MDDT-XBG (19) accuracy, F-measure, and recall
performance of 98.85%, 86.7%, and 79.77%, respectively. The DIA-XBG accuracy, F-measure, and recall performance of
99.68%, 96.67%, and 93.42%, respectively.The existing methodologies (3,19,21),addressed either class imbalance or concept drift
individually; thus, poor F-measure and recall performance is achieved. The significant result achieved considering different
metrics is attributed to addressing class imbalance and concept drift together using DIA-XGB. Our model can be adapted to
detect attacks where high classification accuracy with minimal false detection where the existing model predominantly fails.

This section of results and analysis provides better comparison of the existing systemwhen comparedwith theDIA-XGBoost
model. The DIA-XGBoost can address both the class imbalance and concept drift problems faced by the existing systems using
the machine learning algorithmwhich has been presented in the above section. Further more when compared with the existing
methodologies, all the methods have less accuracy, recall and f-measure when compared with the proposed DIA-XGBoost
model.The proposed model has attained better results in less time and detects and classifies the incoming attack coming by the
URL. Hence our model is more efficient than the existing models.

5 Conclusion
This study first identified the problem of malicious URLs in Social Networking platforms. This paper presents an improved
version of the XGBoost Algorithm that is the Data Imbalance Aware XGBoost (DIA-XGB). The proposed model is similar to
the XGBoost but has an extended version where the weights of the model can be taken as negative also. This helps to maintain
the positive weights along with the negative weights but with the positive values. The experimentation on the datasets has been
performed by considering the real-time malicious URL attacks in the Social Networking Platform. The results show that the
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DIA-XGB Algorithm achieves a higher accuracy rate than the existing machine learning-based classification algorithms with
fewer false negative and false positive values in the confusionmatrix.The results show that ourDIA-XGB attains higher accuracy
performance by 1.254%, URL recall performance by 0.14%, and increased F-measure performance by 10% when compared
with the existing ML techniques (RF, KNN, XGB).The DIA-XGB performed well in the recall performance as compared to the
existing models where there was an improvement of correctly predicted positive observations to all observations in the actual
experimental data. It showed a 0.14 higher than the existing XGBoost model. Similarly, the DIA-XGBoost showed a higher
F-measure performance by an increase of 10% to the existing model.The overall result shows that the DIA-XGBoost Algorithm
has a higher performance in terms of accuracy, recall, and F-measure in a real-world situation. As the existing models cannot
detect the sudden attack ourmodel, DIA-XGBoost will identify the attack and tell the user that he is being attacked on the given
URL.

Future work would be to present another algorithm for the multiple URL detection and train the model on complicated
malicious URLs and also improve its efficiency in classification and detection and improve the concept drift problems in the
detection of malicious URLs in Online Social Networking Platform.
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