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Abstract
Objectives: The purpose of this study is to describe text-to-speech system
for the Tigrigna language, using dialog fusion architecture and developing a
prototype text-to-speech synthesizer for Tigrigna Language. Methods : The
direct observation and review of articles are applied in this research paper
to identify the whole strings which are represented the language. Tools used
in this work are Mathlab, LPC, and python. In this paper LSTM deep learning
model was applied to find out accuracy, precision, recall, and Fscore. Findings:
The overall performance of the system in the word level which is evaluated
by NeoSpeech tool is found to be 78% which is fruitful. When it comes to the
intelligibility and naturalness of the synthesized speech in the sentence level, it
is measured in MOS scale and the overall intelligibility and naturalness of the
system are found to be 3.28 and 3.27 respectively. Based on the experiment
LSTM Deep learning model provides an accuracy of 91.05%, the precision
of 78.05%, recall of 86.59 %, and F-score of 83.05% respectively. The values
of performance, intelligibility, and naturalness are inspiring and show that
diphone speech units are good candidates to develop a fully functional speech
synthesizer. Novelty: The researchers come up with the first text to speech
LSTM deep learning model for the Tigrigna language which is critical and will
be a baseline for other related research to be done for Tigrigna and other
languages.
Keywords: LSTM; speech synthesis; Tigrigna syllables; TexttoSpeech;
Concatenative approach

1 Introduction
Deep learning is one type ofmachine learningwhich is a subset of Artificial intelligence.
It is about computer learning to think using structures modeled on the human brain.
DL can analyze videos, images, and unstructured data in various ways ML can’t easily
do. Every industry will have career paths that involve machines and deep learning.
Language is an important part of everyday life of human beings. Whether we are using
speech, sign language, passion, or a coding system that conveysmeaning through touch.
Weuse language to express our thoughts, intentions, reactions, and experiences (1). Text-
to-speech synthesizer transforms language information stored text into speech. It is
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most widely used in audio reading devices for visually impaired people nowadays. TTS is one of the major applications of
NLP. The NLP module of the general TTS synthesizer consists of the Pre-processor, text analyzer, and contextual analyzer (2).
Synthesized speech can be created by concatenating part of recorded speech which is stored in a database. Speech is often
based on concatenation of natural speech that is the units, which are taken from natural speech put together to form a word or
sentence (3).text-to-speech synthesis system has a wide range of applications in everyday life and a text-to-speech synthesizer
is used for vocalization processed content (4). In the last decade, a great deal of TTS-Synthesis system has done much work
in various languages as well as different synthesis techniques such as Unit-selection, Formant, Hidden Markov Model, and
Articulatory synthesis was done by researchers (5). To make the computer systems more interactive and helpful to the users,
especially physically and visually impaired and illiteratemasses, the TTS synthesis systems are in great demand for the Ethiopian
languages (6). Research in the area of speech synthesis has been worked by the growing importance of many new applications
which includes information retrieval services over the telephone such as banking services, public announcements at places like
train stations, and reading out manuscripts for gathering (7). Special tackle for the physically defied, such as word workstations
with reading-out capability and book-reading aids for visually challenged and speaking aids for the vocally defied also use speech
synthesis (8). The perceived quality of standard general-purpose TTS systems is not good enough, which forces application
developers to use pre-recorded prompts, drastically reducing the text generation plasticity. Recent improvements in limited-
domain amalgamation have been in the context of concatenative synthesis, with a focus on methods for combining whole
phrases and words with sub word units for infrequent words. As the complexity of the sphere increases, there is more room
for the prosodic inconsistency that must be accounted for to achieve natural speech (9). According to Ethnology, there are 2.4
million Tigrigna speakers in Eritrea (10). The orthographic representation of the language is organized into orders. Each of
the 35 consonants has seven orders (derivatives). Out of the 35 consonants, four of them are diphthongs, six of them are CV
combinations while the 7th is the consonant itself. The way Tigrigna orthographic characters are written is very similar to
the way they are spoken. It means Tigrigna is a phonetic language. The mapping of the written form and the spoken form is
one to one except the epenthetic vowel. The main purpose of this study is to apply the state of art of deep recurrent neural
network model long short-term memory (LSTM) for text to speech system for Tigrigna language and adapting the new model
on Tigrigna language using the collected dataset.

2 Related Work
Speech synthesis is the progression of adapting a written manuscript into linguistic and this technology has the ability to adapt
arbitrary text into distinct speech, intending to be able to afford textual data to people via speechmessages (1). NLPmodule of the
general TTS synthesizer consists of the Pre-processor, text analyzer, and contextual analyzer (2). The components are automatic
phonetization, text analysis, and prosody generation (3,4). There are several factors which is affected NLP and the final output of
digital signal processing work like, quality of the microphone, environmental echo,noise, and sampling frequency.The formant
method acting uses the source-filter possibility of voice communication production, where auditory communication ismodeled
by Deck lung of the filter model. Rule-based formant analysis can produce quality dialog which Timbre peculiar (5). DSP
component are the computer analog of dynamically controlling the articulatorymuscles and the vibratory frequency of the vocal
folds so that the output signal matches the input requirements (6). Synthesized speech can be produced by employing several
different techniques to find natural human-like sounds (7). The speech synthesizer depends on the TTS synthesizer architecture
inculcated to produce intelligible and natural sounds from the synthesizer (8). Text-to-phoneme (T2P) is beleaguered to harvest
phonetic transcription of the text, together with the wanted prosodic features (9). A speech synthesizer is one such interface
facilitating people to amalgamate with the digital era (10). Pronunciation synthesis tries to worthy the human spoken language
production awkward to utilize (11). Speech technologies are vastly used and has unlimited uses (12). Concatenative talking is
producing intelligible & natural synthetic speech, usually close to a real voice of a person (13). Concatenative synthesizers are
modest to only one speaker and one sound. The difference between earthy variation in speech signals and the nature of the
automated techniques is segmenting the waveforms from the audible output (14). Text-to-speech conversion (TTS) has a wide
variety of applications (15). Recently, synthesized speech quality based on deep neural networks was found as intelligible as
human voice. (16). Our knowledge of human speech processes is still incomplete, the quality of text-to-speech is far fromnatural-
sounding (17). Here the researcher generates and analyze the prosodic information from the recorded Sindhi sounds using the
back propagation neural network (18).
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3 Material and methods

3.1 Propose Method

This study describes the TTS system for the Tigrigna linguistic, using speech analysis architecture. When we use concatenative
speech synthesis where the segments of recorded speech are concatenated to produce the desired output.

Fig 1. Proposed work Architecture

3.1.1 Data base construction
I. First a phone-set that consisted every phones of the language are prepared.

II. Along with the phone symbols, features such as vowel height, place of articulation and voicing are defined.
III. The synthesis quality is naturally bound to the speech database from which the units are selected.
IV. This set of selected segments is recorded in a quiet room in a typical multimedia computer system.
V. Annotated speech data is taken and manually segmented the syllable boundaries using Praat tool for accuracy.
VI. Annotation of the recorded sound file is done using the TextGrid objectfinally syllables are recorded with a sampling

frequency of 16 KHz and represented using 16-bits.
Algorithm to read file
Began
Step1: Create a database of various wave files
Step2: Create a text file (.txt)
Step3: Open the .txt file in matlab.
Step4: Read the file opened.
Step5: For every character read, play the corresponding wave (.wav) file.
End

3.1.1.1 Text Analysis
. Thefirst step of the Text-to-Speech system designed is text analysis.That means analysis of raw text into pronounceable word.
It involves the task of cutting down sentences posed to the system into individual unambiguous words. For instance, if one poses
the sentence ‘′, ‘�� ��� ���’, which means ‘he eat a food’ the tokenizer, which is part of the text analysis component, identifies
three tokens, ‘��’, “���”, and ‘���’.

3.1.2 Data Collection and preparation
In this work 35x 35 diphones are recorded to create the TTS model for Tigrigna language communication. In addition, to test
the text to speech model 10 sentences and 100 words were used.to check the performance. 20 native speakers participated from
them 12 men and the remaining 8 are women.
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3.1.3 Tools and Techniques
Since connecting prerecorded natural utterances using concatenative synthesis is the easiest way to produce intelligible and
natural sounding speech (4), a prototype TTS for Tigrigna language is developed using a concatenative synthesis. The toolkit
that is used for this speech synthesis model is called MATLAB and WAVESURFER 1.8.8 and PRAAT. For the purpose of
recording wave files microphone was used. PRAAT, used to record and analyze strings of Tigrigna linguistic, MATLAB used
for implementation of TTS synthesizer, and Neospeech and python applied for testing purposes to check performance. In this
paper, the collected data was analyzed using PRAAT. Natural sounds are gathered from various articles, and newspapers of
Tigrigna linguistic and analyzed to words, phones, phrases, and sentences for checking of performance the TTS synthesizer.

3.2 Models

3.2.1. LSTM
One kind of RNN.The four important layers in LSTM models are point-wise operation, vector transfer, neural network layer,
concatenate and copy.

Fig 2. Long short-term memory (LSTM) structure

the three gates are computed as follow

f(t) = σ
(
Wf xX(t)+W fhh(t−1)+b f

)
(1)

i(t) = σ
(
WixX(t)+Wihh(t−1)+bi

)
(2)

o(t) = σ
(
WoxX(t)+Wohh(t−1)+bo

)
(3)

where σ is a nonlinear activation function

C(t) = tanh
(
WcxX(t)+Wchh(t−1)+bc

)
(4)

C(t) = f(t)ΘC(t)+ i(t)ΘC(t) (5)

h(t) = O(t)Θ tanh
(
C(t) (6)

Where tanh =the none linear tanh activation function
Θ is pointwise that used to denote multiplication operation for two vectors

3.2.2. Linear productive Coding model
a method to stand for and analyze human speech. Mental representation when using LPC is defined with LPC coefficients and
an error signal, instead of the original speech signal.

S[n] = ∑n
k=1 akS[n− k]) (7)
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4 Results and Discussion
Based on the experiment our proposed method showed better results than the previous. The comparison of the proposed and
the previous model is shown in [Table ??] in the discussion section.

Table 1. Scales used in MOSMOS
Value MOS
1 Excellent
2 Very Good
3 Good
4 Fair
5 Bad

Then the evaluators provide their ranks based on the MOS scale as shown in [Table 1]. To evaluate the synthesizers’
intelligibility and naturalness ten sentences are prepared as a test data for the synthesizer. All words used in the sentence
are found in the compiled lexicon. Then the selected individuals listen to the synthesized waveform from the synthesizer
and evaluate naturalness and intelligibility based on the MOS scale. The invited native Tigrigna speakers are given with the
questionnaire to evaluate intelligibility and naturalness of the synthesized speech.

Table 2. Intelligibility (MOS) Scores of Tigrigna Speech Synthesizer
Test
Data
(Sent-
ence)

Ranks given by different evaluators for intelligibility
p
1

p
2

p
3

p
4

p
5

p
6

p
7

p
8

p
9

p
10

p
11

p
12

p
13

p
14

p
15

p
16

p
17

p
18

p
19

p
20

1 4 3 4 2 4 3 3 4 2 3 4 3 3 3 2 4 4 4 3 3
2 3 3 3 3 3 4 3 3 3 4 4 3 3 2 3 3 4 4 3 2
3 4 4 3 3 3 4 2 3 3 3 3 4 3 2 2 3 5 5 4 3
4 3 4 3 4 3 5 2 3 3 4 3 3 4 3 4 3 3 4 4 3
5 3 3 3 4 4 3 3 3 4 3 3 4 3 3 4 4 3 5 3 3
6 3 3 4 2 3 3 2 3 3 3 2 3 2 4 3 3 4 3 3 4
7 4 3 4 3 4 2 3 4 3 3 3 4 3 2 3 3 2 4 4 2
8 2 4 4 3 3 3 3 4 4 3 2 3 4 3 4 4 4 3 4 3
9 3 3 3 4 4 3 3 4 3 3 4 3 4 3 2 4 3 3 3 3
10 4 4 3 4 3 3 3 3 2 4 4 3 4 4 3 3 3 4 4 3

Where P is the persons who are invited to evaluate the intelligibility of text to speech synthesizer for Tigrigna language.

Table 3. Naturalness (MOS) Scores of Tigrigna Speech Synthesizer
Test
Data
(Sent-
ence)

Ranks given by different evaluators for naturalness
p
1

p
2

p
3

p
4

p
5

p
6

p
7

p
8

p
9

p
10

p
11

p
12

p
13

p
14

p
15

p
16

p
17

p
18

p
19

p
20

1 3 4 3 2 3 2 4 3 3 3 3 4 3 4 3 3 4 3 4 2
2 4 3 3 3 3 3 3 3 2 3 4 4 3 3 3 4 3 5 3 3
3 4 4 3 3 4 4 3 3 4 3 4 3 4 4 3 3 4 4 3 3
4 4 4 3 4 3 4 3 4 3 3 2 2 4 3 4 4 3 3 3 4
5 3 4 3 3 3 3 2 3 3 4 3 3 3 4 3 3 4 4 4 3
6 3 3 4 2 3 2 3 4 3 3 3 4 3 3 3 4 5 3 3 3
7 4 4 4 3 2 3 4 3 4 4 2 3 2 3 4 3 3 3 5 3
8 2 4 4 3 3 3 2 3 3 2 3 2 3 3 5 3 3 4 3 3
9 2 4 3 4 4 4 3 3 3 2 3 4 3 4 3 4 4 4 3 4
10 4 3 3 3 4 3 4 4 3 3 4 4 3 4 2 4 3 3 3 2

Where P is the persons who are invited to evaluate the naturalness of text to speech synthesizer for Tigrigna language.
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Table 4. Average MOS Scores of Tigrigna Speech Synthesizer
Sentence Intelligibility Naturalness
1 3.25 3.15
2 3.15 3.25
3 3.30 3.50
4 3.40 3.35
5 3.40 4.25
6 3.00 3.20
7 3.15 3.30
8 3.35 3.05
9 3.25 3.40
10 3.40 3.30

The overall intelligibility of the system from twenty listeners for the ten Tigrigna sentences is found to be 3.27.Whichmeans
the synthesizer is ‘good’ as per the scale of the MOS test. The overall naturalness of the synthesizer found to be 3.28 which also
approach to ‘good’ MOS scale. These values of intelligibility and naturalness look encouraging to come up with a better system.
Though we tried to record the corpus data in a quiet room, there was also some noises from the computer itself listened during
the synthesis of the data which degrades the naturalness of the sound for the listeners.

Fig 3. Performance of LSTM in different Epoch number

Fig 4. Performance Measure on the Test Dataset

The test consists of 100 words designated through the help of a native. The words evaluated their quality and intelligibility
using Neo Speech. Therefore, the chosen words for the Neo Speech and listen to their naturalness and understandability of the
sound which is played by the Neo Speech online. The overall performance was measured in terms of the number of correctly
pronounced words over the number of words played. correctly pronounced the overall performance of the system is found to
be 78%. The overall intelligibility of the system from twenty listeners for the ten Tigrigna sentences is found to be 3.27. This
means the synthesizer is ‘good’ as per the scale of the MOS test. The overall naturalness of the synthesizer was found to be 3.28
which is also an approach to the ‘good’ MOS scale as it is shown in [Table 4].TheMOS score of the intelligibility shown in detail
at [Table 2] and naturalness score of MOS described at [Table 3]. As [table 5] shown that modern deep neural network models
are better than the traditional machine learningmethods .using the LSTMmodel, it provides different results in different epoch
numbers which are from 0,25,50,75,100 respectively. LSTM provides better accuracy of 91.05% at epoch 100, the precision of
92.01 at epoch number 75, recall of 95.69 % at 50, and fscore of 94.02% at epoch 50 respectively shown in [Figure 3]. Based on

https://www.indjst.org/ 24

https://www.indjst.org/


Araya & Alehegn / Indian Journal of Science and Technology 2022;15(1):19–27

Fig 5. Formants of the word ”arba”

Fig 6.The LPC feature extraction of the word ”arba”

Fig 7.The original signal of the word ”arba”

the experiment the proposed method provided better results than the previous work by providing 91.05% accuracy.
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Fig 8.The original signal of the word ”arba” Figure 8. Segmentation of Recorded Speech using PRAAT

Fig 9. GUI Text-to-Speech Synthesizer for Tigrigna language

5 Conclusion
In this article to conduct the experiments the datasets have been divided into two (training set and testing set) for testing and
training purpose the experiments tested using 10 k fold cross validation.The result looks motivating and further improvement
of intelligibility and naturalness depends on proper works in a different context. In this experiment when the modern deep
learningmodel comparedwith the previous, themodernmethod shownbetter result than the traditionalmodel. LSTMprovides
better Accuracy of 91.05% at epoch 100, Precision of 92.01% at epoch number 75, Recall of 95.69 % at 50, and Fscore of 94.02%
at epoch 50 respectively.in conclusion modern LSTM method is a better deep learning method for enhancing accuracy than
traditionalmachine learningmethod.Our future paintings include:(1) validate the overall performance of our proposed version
on very larger datasets, (2) different textual capabilities and their fusion shall be analyzed to enhance the performance.
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