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Abstract
Objectives: To develop a desktop application that automatically classifies a
document as to which area of accreditation documents it should belong to.
Specifically, it aims to: a) To create a predictive model that addresses docu-
ment classification tasks. b) To design and develop an application that classi-
fies documents according to document classification. c) To evaluate the perfor-
mancemeasures of the automatic document classification.Methods: We intro-
duce an innovative approach for the automatic classification of accreditation
documents. Specifically, an approach of including scanned or captured docu-
ments in classification task using Optical Character Recognition (OCR); use TF-
IDF (Term-frequency Inverse Document Frequency) with stopwords removal, n-
gram of 1-2 in preprocessing of the text documents; and Naive Bayes algorithm
with additive (Laplace/Lidstone) smoothing as a classifier in building ourmodel.
Results: Performancemeasures such as accuracy, precision, recall, and f-score
were conducted to evaluate the efficiency of the study. The results showed
82% accuracy, 84% precision, 82% recall, and 82% F-1 score. As we explore the
use of OCR for text extraction, TF-IDF for text preprocessing, and Naive Bayes
classifier, the results indicate that the proposed approach is efficient. Conclu-
sions: Classification of input documents in whatever forms, may it be captured
image, scanned or simple text documents were obtained using OCR, TF-IDF,
and Naive Bayes classifier. It provides an efficient way of automatic classifica-
tion of accreditation documents and it gives an avenue to address limiting fac-
tors of the previous works, i.e classifying documents based on one’s opinion
and time-consuming classification.
Keywords: Accreditation Document Classification; Document Classification
Objective Evaluation; TF-IDF; Term frequency-inverse document frequency;
Multinomial Naive Bayes; OCR; Optical Character Recognition
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1 Introduction
Accreditation is oneway forHEIs (Higher Education Institutions) to keep themselves in checkwith the standards. Accreditation
requires documents if the standards are beingmet of a particular program in theHEI. AccreditingAgency of CharteredColleges
and Universities in the Philippines (AACCUP), Inc. is one of the accrediting bodies in the Philippines. There are 10(ten) key
areas that are used in the assessment of programs particularly; Area I - Mission, Goals and Objectives, Area II - Faculty, Area
III - Curriculum and Instruction, Area IV - Students, Area V - Research, Area VI - Extension and Community Involvement,
Area VII - Library, Area VIII - Physical Facilities, Area IX - Laboratories, Area X - Administration.

In each HEI, there are accreditation tasks that are assigned to collect and classify documents. These documents are in the
forms of Portable Document Format (PDF), Document File Format (Doc), and Scanned PDF. Lighten Software Inc. (1) defined
Scanned PDF as an image. When you scan a paper using a scanner it becomes an image. Figure 1 shows the sample scanned
document of accreditation. The traditional way of classifying these documents is dependent on the assigned accreditation task
force’s judgment and is, therefore, subjective. Since it is subjective, it is time-consuming. Therefore, a system that automatically
classifies documents is invaluable to the assigned accreditation task force.

There are existing approaches that have been introduced. Berong et al. innovated a system that stores documents and
categorizes them through tagging.They proposed aDocumentManagement System forAACUPAccreditation Preparationwith
Suggestive Document Identifier (2). On the other hand, Estrera et al. introduced the Electronic Document Management System
for Higher Education Institutions, a catalog-based system used for tracking, keeping, and transferring documents (3). Another
study proposed an EnhancedDocumentManagement Systemwith EmbeddedMiddleware for Document Uploading presented
that would immediately upload a scanned document to the system with the use of middleware (4). Unfortunately, these existing
approaches i.e tagging, cataloging, etc. though utilized computerized approaches, still, are influences on personal’s judgment.
Alejandria et al. (5) developed a system that would automatically classify documents using domain ontology. The ontology was
created by writing down related words for each area of accreditation. However, themethod of writing down the related words in
each area using existing attachments is still subjective. Therefore, they are prone to human errors. To address these drawbacks,
automatic document classification using machine learning has been introduced. Document Classification is a well-proven
approach to organizing a huge volume of textual data. Organizing related documents is necessary for decision-making (6).
SpoorthiM et al. (7) use supervised machine learning to classify documents that belong to four educational departments namely
Civil, Computer Science, Mechanical, and Electrical Engineering. Mowafy M. et al. (8) made an efficient classification model
for unstructured text documents using the 20-Newsgroups dataset and validated using statistical measures such as precision,
recall, and f-score. Other previous works, Basarkar (9) and Jothi et al. (10) were also introduced but none of them does not include
scanned documents.

Our attempt to address this challenge is to develop an automatic document classification not only for text-based but also
for image-based or scanned documents used for accreditation purposes. A. Chaudhuri et al. (11) defined Optical Character
Recognition (OCR) as a widespread technology to recognize text inside images, such as scanned documents and photos.
Neil Francis B. Castillano utilizes Optical Character Recognition(OCR) in the Development of a Number System Converter
Application (12). Tesseract identifies characters in foreground pixels called blobs and then it finds lines. Recognition involves
converting images to character streams representing letters of recognized words (13). In short, it extracts texts out of the
images (scanned documents) and then recognizes them. It means that its accuracy depends on how pixelated an image is.
Consequently, an increasing number of algorithms have been developed to accomplish automatic document classification.
Among these approaches, Naive Bayes classifier is still highly useful to classify the categorical and numerical variables (14)

especially comparing its performance with other classifiers. Sebastian Rashca (15) presents that for small datasets naïve Bayes
classifiers can outperform the more powerful alternatives. Feng Jiang et. al experiments’ on the comparison and analysis of
Naive Bayes classifier with Term Frequency Inverse Document Frequency ( TF-IDF) and the results showed that TFIDF NM
or Term Frequency Inverse Document Frequency Multinomial Naive Bayes algorithm can be used for text categorization as
well (16). Given the size of our dataset and the consideration for computational time, we find this technique appropriate for our
automatic document classification.

2 Methodology

2.1 Framework of the proposed objective accreditation document classification

This study performs an objective classification of accreditation documents whether text-based or image-based documents.
Image-based documents are scanned documents (pdf/png) and text-based documents are normal documents (.docx,pdf). We
upload the document in the system and it then classifies as which area it belongs to (e.g. Area I, II,…, X. )
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Fig 1. Sample scanned accreditation document

The framework of the proposed objective accreditation document classification is presented in Figure 2. Documents are
collected from each area of accreditation. For scanned or image-based documents, texts are being extracted through Optical
Character Recognition (OCR).

Once texts are collected, it is ready for pre-processing. In the rest of this section, we describe the details of the pre-processing
of texts such as removal of the stop words, and a bag of words. To extract features from the texts, we use the technique term
frequency-document inverse frequency (TF-IDF) followed by training our classifier which is Naïve Bayes.

2.2 Text Collecting

We collected both normal files and scanned files. We then selected the scanned files and converted them into text files or
extracted the text out from them. After which, we then combined the extracted text files to the normal files as part of the
collection of documents for an area e.g Area I.

We extracted the text using Optical Character Recognition (OCR). The following are the steps in OCR: 1. Pre-processing
2. Segmentation 3. Feature Extraction 4. Classification Once we extracted all the texts from both scanned and text-based
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Fig 2.The framework of the proposed objective accreditation document classification

documents, we now have our set of text data ready for pre-processing. Figure 3 is a snippet of a text data set.

Fig 3. Text data set

2.3 Pre-processing

For this study, the researchers find it’s best fit to use the bag-of-words approach with stop word removal only as stemming can
create non-real words, such as “provid” (from provide) while lemmatization, though can form individual words (which are
grammatically correct), it is computationally more difficult and expensive.

2.4 Stopwords Removal

Stopwords are words that are filtered out before processing the text. Stopwords are common words in the English language such
as ‘the’, ‘is’, ‘at’ etc. Removing stop words can potentially help improve the performance as there are fewer and only meaningful
tokens left. Also, it won’t take up space in the valuable processing time. This is done once we extract the text from the uploaded
file. Figure 4 shows the terms being removed in the text data set.

2.5 N-gram of 1-2

The contiguous sequence of items in NLP – words, letters, or symbols is n-gram. The choice of the number n in the n-gram
depends on the particular application (15). Since accreditation words may require 1-2 words such as ”information technology”
etc., we find this method appropriate for this study.
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Fig 4. Removed terms from the text data set

Bag-of-words (BOW) model allows us to represent text as numerical feature vectors or we simply build feature vectors from
a text data set (15). The following are the steps of BOW.

1. Build a vocabulary of words or tokens from a text data set (all documents).
2. Construct a feature vector from each document containing the frequency of how often each word occurs based on the

vocabulary.

Figure 5 presents the vocabulary of words from a text data set. A total of 74,580 words.

Fig 5.Word Vocabulary

As an example, consider these first 5 documents in our text data set as shown in Table 1. As step 1 in BOW stated earlier,
we build a vocabulary out of these text documents as shown in Figure 6. We reserve the 6th document as our test data, see
Figure 7. With stopwords removal, the size of the vocabulary is 13. The following terms were generated (with their index no.):
’education’:0,’higher’:1,’higher education’:2,’information’:3,’information technology’:4 and so on. See Figure 8.

Fig 6. (Sample)Traindata

Fig 7. (Sample)Test data

As step 2, Figure 9shows the feature vector from each text document. This means that the rows are the documents, and the
columns are the terms. Others call this a term-document matrix. So, the first column here shows that there are 2 counts for the
word ’education’ in the first document (Area I) and 1 count for the word ’higher’, and so forth.
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Fig 8. (Sample)Vocabulary

Fig 9. Feature Vector fromeach text document

2.7 Feature Extraction

A very common feature extraction procedure for sentences and documents is the bag-of-words approach (BOW). In this
approach, we look at the histogram of the words within the text, i.e. considering each word count as a feature (15).

The Bag of words (BOW) is simply an algorithm that counts the frequency of a word appearing in a document. However,
the drawback of BOW is that the ”rareness” of the term is not considered (17). To overcome this drawback, we use the TF-IDF
technique. JohnMueller of Google (18) affirmed that Google has been using the TF-IDF algorithm in search engine optimization
(SEO). Bartosz Goralewicz (17)explains the TF-IDF algorithm as a guide to all content writers and SEO experts.

2.8 Term Frequency –Inverse Document Frequency

This study uses TF-IDF technique to down weight those frequently occurring words in the feature vectors as shown in Figure 6.
It can be defined as the product of the term frequency and the inverse document frequency as shown below.

t f − idf(t,d) = t f (t,d)× i d f (t,d) (1)

where tf(t,d) is the term frequency for each document and the idf(t,d) can be calculated as:

idf(t,d) = log
nd

1+df(d, t) (2)

where d n is the total number of documents, and df(d, t) is the number of documents d that contain the term t. Note that adding
the constant 1 to the denominator serves the purpose of assigning a non-zero value to terms that occur in all training samples;
the log is used to ensure that low document frequencies are not given too much weight.

https://www.indjst.org/ 14

https://www.indjst.org/


Naïve & Barbosa / Indian Journal of Science and Technology 2022;15(1):9–18

Figure 10 below shows theTF-IDF values of the feature vector fromeach text document.Thismeans that the first columnhere
shows that the TF-IDF value for the word ‘education’ is 0.6414933 and 0.32074667 for the word ‘higher’, for the first document
(Area I), and so forth. Terms with values other than zeros are rare terms and thus, important words.

Fig 10. Tf-idf values for each text document

2.9 Naïve Bayes

Empirical and theoretical results, Naive Bayes classifier is still highly useful to classify the categorical and numerical variables (14)

especially comparing its performance with other classifiers.
In this study, we use the Multinomial Naïve Bayes classifier as this calculates the likelihood to be the count of word or token

and considering that we have 10 classes (areas).
Shuo Xu et. al. applied Multinomial Naïve Bayes to documents and classes, it has the following:

P(c\d) = P(d\c)P(c)/P(d) (3)

Where “d “represents a document and “c” for class.
As naïve bayes classifier, we use “maximum posteriori (MAP)” or most likely class, applying bayes rule and dropping the

denominator:

CMAP = argmaxP(d\c)P(c) (4)

c□C
Now as we represent the document as the feature (terms) we have the following:
We assume the feature probabilities are independent given class c.

CMAP = argmax
CΣC

P(d\c)P(c)

= argmax
CΣC

P(x1,x2,xn | c)P(c)
(5)

P(x1, . . . ,xn | c) = P(x1 | c)∗P(x2 | c)∗P(x3 | c)∗ . . .∗P(xn | c) (6)

Now our final formula for multinomial naïve bayes classifier is:

cMAP = argmaxP(x1,x2, . . .xn | c)P(c) (7)

cNB = argmaxP(c j)∥P(x | c)

c∈C x∈X
In what follows, we describe the steps of naïve bayes classifier:
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1. Convert documents to feature sets where the attributes are the possible words and the values are the tf-idf of the word
occurring in the document.

Looking at documents classified as ”Area1”, ”Area2”, ”Area3”, and so on 3 Classification
Figure 11 shows the sample result after feeding the test data in the created predictive model. The terms, ”research Priority

Areas in Advance Science for basic and applied research in Chemistry, Physics, Mathematics, Engineering, Architecture, and
Marine Aquatic research,” were fed in the model and it correctly classified ”area5”.

Fig 11. Sample resultexecuted in Python Jupiter

3 Results and Discussion
In our experiment, we used a total of 1000 documents (pages vary), ten (10) for each area.This has 74,580 terms after removing
the stop words. We have split the text data set into train and test data. The size of our train data is 90% of the entire dataset while
our test size is 10%. First, we trained the train data and created a classification model out of this. After doing so, we then test
the model using unseen test data to assess the accuracy model. Figure 12 shows the train test of 90-10 split results. The result
shows an 82% accuracy score.

Fig 12. Train test split result

Scanned documents in accreditation are image documents. An approach of using optical character recognition (OCR)
tesseract engine helped the researchers to extract text from the image-based documents and used these for pre-processing
and feature extraction.

The term frequency-inverse document frequency (Tf-idf) is another alternative for extracting features in corpora. The TF-
IDF approach assumes that the importance of a word is inversely proportional to how often it occurs across all documents.
Although it has been used by

Google for search engine optimization, true enough, it can also be applied to document classification via multinomial naïve
Bayes. Theoretical and empirical results Forman et. al.(2004) and Ng et. al. (2001) reveal that the Naïve Bayes classifier is a good
algorithm in text classification. A closer look at our result as shown in Table 1 reveals that this classifier is efficient.

Table 1 shows the precision, recall, and f-1 score of the experiment.
The average precision is 84%, recall is 82% and f-1 score is 82%.
Since our dataset is small, we adopt the k-fold cross-validation test scheme in forming the predictivemodel. In each iteration,

we leave one fold-out and consider it as our test set and utilize the remaining 9 folds as our training set to learn a model. Since
we have 10 folds, we do this process for 10 repetitions.

Table 2 shows the accuracy scores for each iteration. In the given result, the average of the total accuracy is82%.
Table 3 shows the performance of the program in terms of its speed in uploading and classifying documents. There are 100

trials performed by the researcher and the result shows that there are variations of the runtime score per trial. The research
performed the testing with 10 documents tested in 10 trials each with the same number of pages. Each classification not only
classified 1 area but the top 3 areas the document could belong to. The computer specifications used were Intel Core i-5, 64-bit
Operating System, RAM 4.00 GB. The average speed of the system is 9.037 seconds.
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Table 1. Precision, recall, and f-1 score per area
precision recall f1-score support

1 0.62 0.73 0.67 11
2 0.80 0.73 0.76 11
3 0.50 0.75 0.60 4
4 0.83 0.83 0.83 12
5 1.00 1.00 1.00 7
6 0.82 0.90 0.86 10
7 1.00 0.80 0.89 10
8 0.75 0.90 0.82 10
9 1.00 0.92 0.96 12
10 0.90 0.69 0.78 13
avg/total 0.84 0.82 0.82 100

Table 2. Accuracy scores per iteration
Iteration Score
1 80%
2 82%
3 75%
4 84%
5 82%
6 86%
7 82%
8 79%
9 79%
‘0 89%

Table 3. System PerformanceTesting
Trial(s)

Doc 1 2 3 4 5 6 7 8 9 10
1 8.92 7.76 15.5 8.6 8.12 11.9 5.99 7.64 9.85 6.58
2 6.17 11.57 7.84 7.02 5.96 10.45 6.12 5.7 6.21 6.13
3 5.53 7.41 13.09 12.94 15.6 11.84 5.9 6.04 5.95 5.6
4 5.56 7.18 15.06 9.3 14.77 9.51 5.79 5.71 5.99 5.87
5 5.61 7.1 9.92 12.82 11.06 10.87 5.93 7.55 6.47 5.83
6 10.34 12.4 10.56 24.95 16.01 17.04 10.77 11.71 8.742 10.72
7 3.87 11.68 12.16 12.19 19.9 19.38 8.56 8.99 11.46 10.39
8 7.04 0.65 11.21 12.8 12.89 12.63 5.49 6.62 6.96 5.93
9 5.74 8.41 14.12 11.88 13.12 6.85 5.58 6.95 5.73 6.11
10 8.78 14.1 9.71 12.41 11.96 7.8 8.77 8.58 7.28 7.57
AVE 6.756 8.826 12.55 12.939 11.827 6.89 7.549 7.3642 7.073 9.379s
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4 Conclusion and Recommendations
The study has undergone tests to know the effectiveness of the automatic classification of accreditation documents. Based on the
results, the accuracy score is 82%, the average precision is 84%, recall is 82% and f-1 score is 82%.Moreover, the average speed of
the system in classifying documents is 9.037 seconds. Therefore, extraction of text from text-based or image-based documents
with TF-IDF feature selection and Naive Bayes classifier provides an efficient way of objective automated classification of
accreditation documents. It gives an avenue to address limiting factors of the previous works, i.e. subjective ad time-consuming
classification.

However, there are weak points such as the classification of documents with tables. Anyways, several merits can be applied
in real-life scenarios in accreditation. It gives aid to whoever prepares the documents. Furthermore, this is not only applicable
to accreditation but to other endeavors that may require document classification.
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