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Abstract
Objectives: To propose a Non-blind watermarking based on a Convolutional
Neural Network (CNN).Methodology: An iterative learning model is proposed
to ensure robustness and imperceptibility of watermarking process. In the first
step, Stationary Wavelet Transformation (SWT) and Singular Value Decompo-
sition (SVD) are used for the initial transformation and for embedding. The
neural network is used to determine the relationship between host and water-
marked image to extract the watermark. Findings:We have implemented our
algorithm using Magnetic Resonant Imaging (MRI) and Computerized Tomog-
raphy (CT), Mammogram and Retinal Images with different attacks and proved
to have good robustness with Normalized Correlation coefficient (NC) value of
0.99 and invisibility feature with Peak Signal to Noise Ratio (PSNR) of 43.77 DB.
We have compared our method with that of others and it proves to be good
in terms of PSNR and NC values. Novelty/Application: This study provides a
novel method to train CNN with both watermarked , attacked images and to
classify them.
Keywords:Medical image authentication; stationary wavelet transform;
convolutional neural networks; singular value decomposition

1 Introduction
Digitization of smart healthcare has led to the development and growth of communi-
cation and multimedia information systems. Nowadays, we find an essential require-
ment in telehealth applications, such as telediagnosis, teleconsulting, and telesurgery,
which are being utilized for providing effective health care facilities. This comprises the
exchange of important health data among physicians, hospital personnel, and patients,
which need to be secured against any form of malicious and unintentional attacks. Dig-
ital watermarks have been majorly used for ownership protection to multimedia data.
Machine learning is a part of artificial intelligence (AI) that enables the systems to auto-
matically learn and improve from the experience. Machine learning emphasizes on the
development of programs that can access the data and use it learn from them.

Artificial Intelligence (AI) is the best tool to assist doctors to diagnose, analyze with a
prediction of the disease, so that faster actions can be taken. These techniques facilitate
doctors and researchers to understand and analyze the diseases. Bilal et.al (1)

https://www.indjst.org/ 351

https://doi.org/10.17485/IJST/v14i4.1963
https://doi.org/10.17485/IJST/v14i4.1963
https://doi.org/10.17485/IJST/v14i4.1963
gangaholi@gmail.com
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
www.iseeadyar.org.
https://www.indjst.org/


Madhu & Holi / Indian Journal of Science and Technology 2021;14(4):351–360

had suggested an image watermarking method of security using a fundus scan images with the help of a hybrid technique using
Curvelet Transform and Singular Value Decomposition. The authenticity of medical images to verify patient information is
a major challenge in an e-Health application. The technology and software services use the internet to manage, record, and
transmit medical images in digital-driven applications that are known as e-Health, which stores electronic health records.
Mehdi et al. (2) suggested quantization models for feature maps for JPEG images. Steganalysis Residual Network (SRNet) was
suggested to design methods for forensics and Steganalysis using heuristic and constrained kernels. Assem (3) et al. suggested
a time-efficient optimization process based on machine learning. Discrete Cosine Transformation (DCT) was used to embed
the watermark to guarantee robustness against common watermarking attacks. K-Nearest Neighborhood regression method
was used by the author for training and testing purpose. The results indicate that the method will take minimum time for the
evaluation process.

Parmalik (4) suggested a watermarking method using Cascaded Neural Network (CNN) with feature optimization. CNN
works on two different neural network models. CNN models generate the dynamic pattern for embedding process.M Saiful
Islam (5) suggested a watermarking technique based on discrete wavelet transformation in three levels. The dynamic pattern is
the basic unpredictable pattern of the watermark.Ramamurthy (6) et al. suggested a robust watermarking technique based on
Propagation Neural Network (PNN). PNN is an example of a back propagation neural network, used to train the errors and
to provide robustness for the method. Rikiya (7) suggested an overview of Convolutional Neural Networks and its applications
in radiology. IP protection using Deep Neural Networks was suggested by Bita (8) to provide an efficient security framework
for end to end system using convolutional neural network approach. Various image classification methods such as; Gradient
Boosting (GB), Support Vector Machine (SVM), K-Nearest neighbor (KNN), Convolutional Neural Network (CNN), etc. are
well-known concepts for classifying the images accurately.

This paper proposes a Neural Network model to perform an invisible, robust non-blind watermarking system for Medical
images. It is a Convolutional Neural Network (CNN)-based method consists of pre-processing networks for watermarked
image, an attacked images for training, and a watermark extraction process to extract the watermark. It has three peculiarities
for the application aspect: The first is the imperceptibility of the Medical image. Imperceptibility refers to the condition that
the embedded watermark should not produce distortion to the original image quality. That is, the watermarked version of
the image must be indistinguishable from the original image. The second peculiarity is the robustness of the watermark
information. Robustness is a crucial property of a watermark should be readable from images that go through different image
processing operations, like addition of noise, lossy compression, filtering, histogram manipulation, and various geometrical
transformations.

The novelty of our method is the use of CNN on watermarked to classify the images as attacked and non attacked image for
efficient and securely transmit on over the public networks.

The organization of the paper is done as mentioned below: Section II of this paper contributes to the related work. The
proposed method is explained in Section III. Section IV illustrates the details of the experiment and analysis. The proposed
method is concluded in Section V.

2 Related Work

2.1 Stationary Wavelet Transformation (SWT)

Fig 1.Decomposition in SWT
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SWT is a transformation in wavelets considered overcoming the lack of translation-invariance of the discrete wavelet
transform (DWT). This can be achieved by removing the down samplers and up samplers in the DWT and up-sampling the
filter coefficients by a factor of 2 (j-1)jth level in the algorithm. SWT provides an inherent redundant scheme since the output of
each level in SWT have the same number of samples as the input – so the decomposition of N levels there is a redundancy of N
in the wavelet coefficients. Figure 1 depicts the decomposition in SWT.

2.2 Singular Value Decomposition (SVD)

SVD (9) (10) is an effective mathematical tool used in the analysis of matrices.The SVD transformation gives three matrices with
identical matrix size as the original. Consider n X n matrix of A, the output of SVD can be divided into three components, U,
D, and V as in Eq. (1).

[UDV] = SVD(A) and A−1 = UDVT (1)

Eq. (1) Represent components of U and V unitary matrices of n X n real, and the D is an n X n diagonal matrix. The diagonal
values of ‘D’ are called the singular value of the given matrix A. Singular values are less affected, in image processing operations
and image can be reconstructed with 70 percent of diagonal elements.

2.3 Convolutional Neural Networks (CNN)

CNN is a type of Deep Neural Network (DNN). CNN represents vast applications in image recognition and is used mainly to
analyze visual imagery in image classification. CNN (11) can be applied for a lot of applications like image and video classification,
recognition,medical image analysis, and recommendation systems. CNN requires three layers, namely input, target, and hidden
layers. CNN has hidden layers has as Convolutional, ReLU, Pooling, and Fully Connected (FC) layers.

2.3.1 Convolution layer
Convolution (Conv) (12–14) is a special kind of linear function used for feature extraction with the help of a small number of
arrays known as the kernel. This kernel is applied to the input which an array of numbers known as tensor. The feature map is
calculated as a product of every element of the kernel and the every element in the tensor input at every location of the tensor
and calculates summation. Similar procedure is applied tomultiple kernels for an arbitrary number of feature maps.The feature
maps with different parameters of the input tensors and different kernels will be taken as different feature extractors.Mainly two
hyper key parameters define the convolution operation are the size and number of kernels. For an image recognition problem,
based on the size of the image pixels larger filters (11x11 or 9x9) are used. In case of local and small features we can use small
filters (3x3 or 5x5). Each filter captures different statistics of the image which ultimately helps in recognizing the words. The
convolution layer was used with a filter size of 5X5 in our algorithm.

2.3.2 Nonlinear activation function
The rectified linear unit (ReLU) is a nonlinear activation function used in our algorithm. ReLU eliminates the negative values
of the matrix. With simple computation it can be denoted in Eq. (2)

f(x) = max(0,x) (2)

2.3.3 Pooling layer
Pooling offers usual down sampling operation with reduction of dimensionality for the feature maps. The reduction in the
dimension will introduce translation invariance to small shifts and distortions. The pooling also reduced the number of
successive learnable parameters.The hyper parameters of the pooling are filter size, number of strides, and padding.The output
of this layer changes to the selection of filter size.

There are three types of pooling namely:
Max pooling: The maximum value of the pixel in the group will be selected.
Min pooling: The minimum value of the pixel in the group will be selected.
Average pooling: Average values of whole pixels for the group will be selected.

2.3.4 Fully connected layer
In the last convolution or pooling layer, the output feature maps are commonly smoothed. Smoothening converts the previous
array of feature maps into a single-dimensional array of vectors.This stage may have one or more fully connected layers termed
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as dense layers. The dense layer connects each input to every output with a learnable weight. The features are extracted by
Convolution and downsampled by pooling are passed to the subset of fully connected layers to lead to the final outputs. A
fully connected layer will be having the same number of output nodes as the number of categories and this will be trailed by a
nonlinear function.

A convolution operation is applied to the input by the convolutional layer and the output is known as a feature map. The
next layer after convolution is the Pooling layer. The function of the Pooling is combining the previous layer outputs in clusters
of neurons into a single neuron in the next layer. Fully connected layers are used to connect each neuron from the previous
layer of all the neurons in the next layer. The convolutional layer can receive neurons only from the previous layer. But fully
connected layer will receive each neuron input from every element of the previous layer. CNN (15) majorly works on the concept
of extracting features from the set of images. This property excludes the necessity of feature extraction manually. This feature
of DNN makes the tasks in computer vision extremely more accurate. CNN’s can learn about the features with the extension
of tens or hundreds of hidden layers. Each layer increases the complexity of the gained features. The architecture of CNN takes
advantage of combining the neural network training and the convolution operation for the classification of images in an accurate
way.TheCNN’s can also be extended for the large data sets classification.Themain advantage of CNN is the exclusion of feature
engineering and reduces a lot of time for feature selection. CNN adopts less pre-processing steps, in contrast with other image
classification methods.The prior knowledge and human effort are not required since the network filters learn on its own. CNN
has used to establish with relationship between watermarked and attacked pixels. As a testing step watermarked image is altered
with some attacks.The observed results demonstrate that the suggested technique has good performance with the identification
of image.

This proposed method is for watermarking technique in medical image using CNN. In the initial stage, the input medical
image is taken as the dataset and performed watermarking using SWT and SVD.Thewatermarked image is fed into to the CNN
to classify the watermarked or attacked images.

3 Proposed method
The proposed method is used with the hybrid combination of SWT and SVD. SWT splits the host image as four equal-sized
frequency bands LL, HL, LH, and HH. LL band indicates the low frequency of SWT, HH denotes high-frequency band, HL and
LH denote mid-band frequencies respectively. The approximation details of the image will be present in the LL band, HL, and
LH band gives horizontal and vertical details. HH band represents diagonal details of the image. The method selects HL and
LH sub-band frequencies because the changes in these images will have less impact on imperceptibility. Watermark inserted in
these bands sustains for image processing operations like changes in intensity, the addition of noise, and human visual system
limitations. The visual system cannot differentiate modifications made in the mid-bands. The suggested system is constructed
with the concept of substituting singular values of the host image with singular values of the watermark.

Fig 2. CNN training

Fig 3. CNN testing
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The process of CNN Training is shown in Figure 2 . The watermarking process generates a watermarked image. The
watermarked image is then fed as input to CNN by resizing it into 28X28X1 gray scale images. These image patches are given
as input to the CNN for the classification. The watermarked images with Salt and Pepper, Gaussian and histogram attacks are
also given as an input to the CNN.CNN classifies the image as watermarked and attacked image.

The process of CNN Testing is shown in Figure 3 . Watermarked image at the other end is sent to the CNN test procedure
to verify the originality of the image. In either watermarked or attacked cases the extraction of a watermark is performed.

The parameters used for CNN construction are mentioned below.

1. The input layer of size (28X28X1).
2. Convolution layer 9X9 with 10 filters
3. Mean pooling with 2x2
4. Convolution layer 3X3 with 20 filters
5. Mean pooling with 2x2
6. Fully connected layer with 2 outputs

4 Experimental Results
The experiment was conducted with a dataset of 884 different medical images. The medical images and watermark logo are
of 512 × 512 in size as in Figure 4. CT and MRI images were collected from Padmashree diagnostics and Retinal (16), and
Mammogram (17) images were used for the experiment purpose.The training process is conducted on 884 images with different
attacks and testing is performed with 200 images. The model is trained to recognize two classes; one is a watermarked and the
other image is attacked image.

Fig 4. Input watermark and watermarked images without attacks

4.1 Performance parameters

Thequality of an image can distort due to variations during transmission of the image and these distortions are called errors.The
robustness of the saidmethod are tested with the simulation of different attacks viz. Gaussian, Salt and pepper noise, sharpening
attacks.

4.1.1 Peak Signal to Noise Ratio (PSNR)
PSNR is the ratio of the maximum power of a signal to the corrupting noise power. The PSNR can be conveyed through
logarithmic decibels. PSNR was calculated between the original and watermarked images. The attacks are applied to the
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watermarked images to check the robustness and imperceptibility. The testing images include a combination of attack and
watermarked images. Figure 5 represents PSNR values for testing images. PSNR is calculated for all the test images. Figure 6
indicates the average PSNR value for attack free watermarked images as 43.77 DB. Similarly, the average PSNR attacked images
as 34 DB is shown in Figure 7.

Fig 5. PSNR values for testing images

Fig 6. PSNR values for attack free watermarked images
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Fig 7. PSNR values for Attacked watermarked images

In (10) used spatial domain LSB based substitution method for image watermarking. In (18)has tested DWT and SVD
watermarking with different scaling factors. In (14) has given DWT and SVD technique with a CNN model for embedding
and extraction process. All these methods used Sipi database for the implementation. Figure 8 indicates the comparison results
of above methods with our method.

Fig 8. PSNR value comparision with state of art
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4.1.2 Normalized correlation coefficients
TheNormalized Correlation coefficients are used tomeasure the relationship between two images.The correlation between two
signals or simply cross-correlation is a standard tool for evaluating the degree of similarity between two signals. NC is taken
between original and extracted watermarks. Figure 9 represents NC values for testing images. The value of NC is greater than
0.9 indicating good robustness parameter.

Fig 9.NC values for testing images

In (14) used Electronic Patient Record[EPR] as a watermark and the watermark was encoded first using turbo code. This
watermark is embedded the redundant discrete wavelet transform (RDWT) and Singular value decomposition (RSVD)
coefficient of the cover image. Figure 10 represents the comparison of robustness with Singh (14) method in Table 1. The
comparison clearly indicated that our method performs better.

Madhu (19) suggested amedical image authenticationmodel using SWT and SVD. In this method, watermark was encrypted
with chaotic encryption and then embedded with wavelet coefficients as in Table 2. The bold value indicates that for Gaussian
noise our previous method provides good PSNR compared to the current work.

Table 1. Comparision of Singh (14) and our method

Attack
Singh (14) et.al Proposed work
NC SSIM NC SSIM

S&P Noise (0.01) 0.8451 0.708825 0.9820 0.9807
Gaussian noise (0.05) 0.4987 0.045102 1.0000 0.9820
JPEG Compression(QF = 90) 0.9995 0.898515 1.0000 0.9978
Histogram equalization 0.5007 0.260528 1.0000 0.9818
Median filter (2X2) 0.9759 0.820554 1.0000 0.9830

Table 2. Comparision of previous method with proposed work

Attack
Madhu (19) et.al Proposed work
PSNR NC PSNR NC

S&P(0.05) 30.48 0.9353 33.9832 0.9826
GN(0.05) 31.16 0.9328 30.5579 1.0000
Median filter (3X3) 30.71 0.9176 45.4994 1.0000
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4.1.3 Accuracy
Accuracy (20) is themeasurement between a standard that is expected to be correct with an unknownquality image classification.
The classification accuracy for watermarked and attacked images is 95.34 %.

The Imperceptibility of the proposedmethod is calculated using PSNR, for the proposedmethod, the PSNR is 43.77 DB. NC
of an original and retrieved watermark is near to 1. It indicates that our method is more robust to various attacks .

5 Conclusion
This study discusses the hybrid method for watermarking using SWT, SVD and CNN. SWT and SVD are used to extract the
dominant features of the both original image and watermark logo. The reconstruction of the watermarked image is done by
adding both dominant features of both the images.Thewatermarked images are trained and tested using CNNwith an accuracy
of 95.34% of the medical images. The Experimentation has been conducted against different attacks and proved to be better in
terms of the PSNR values with 43.77 DB and NC with 0.99. In the future, we can extend our implementation work for color
images, audio and video watermarking.
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