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Abstract
Objectives: Credit fraud is a global threat to financial institutions due to specific
challenges like imbalanced datasets and hidden patterns in real-life scenarios.
The objective of this study is to propose a model that effectively identifies
fraudulent transactions. Methods: Methods such as Synthetic Minority
Oversampling Technique (SMOTE) and Generative Adversarial Networks (GAN)
that artificially generate synthetic data are used in this paper to approximate
the distribution of data among the two classes in the original dataset. After
balancing the dataset, the individual models Multi-Layer Perceptron (MLP), k-
Nearest Neighbors algorithm (kNN) and Support Vector Machine (SVM) are
trained on the augmented dataset to establish an initial improvement at the
data level. These base-classifiers are further incorporated into the Optimized
Stacked Ensemble (OSE) learning process to fit themeta-classifierwhich creates
an effective predictive model for fraud detection. All base-classifiers and the
final Optimized Stacked Ensemble (OSE) have been implemented to critically
assess and evaluate their performances. Findings: Empirical results obtained
in this paper show that the quality of the final dataset is considerably improved
when Synthetic Minority Oversampling Technique (SMOTE) and Generative
Adversarial Networks (GAN) are used as oversampling algorithms. The Multi-
Layer Perceptron model showed an increase of 10% in the F1 Score while
kNN and SVM showed an increase of 3% each. The optimized model is built
using a Stacking Classifier that combines the GAN-improved Multi-Perceptron
Model with the other standard classification models such as KNN and SVM.
This ensemble outperforms the existing enhancedMulti-Layer Perceptron with
near-perfect accuracy (99.86%) and an increase of 16% in F1 Score, resulting in
an effective fraud detection mechanism. Novelty: For the current dataset, the
Optimized Stacked Ensemble model shows an increase of 16% in F1 Score as
compared to the existing Multi-Perceptron model.
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1 Introduction
Theusage of counterfeit or stolen credit cards is referred to as Credit card fraud and is closely related to the crime of identity theft. Institutions
such as banks are responsible for detecting and blocking such kinds of transactions. With the increasing use of online transactions and online
banking, these frauds have increased in number as well. The continued diversity in the behavior and pattern of these fraudulent transactions
makes it more and more difficult to detect these transactions; this leads to huge losses for both banks and customers alike. Therefore, it is very
important to have an efficient and robust method to detect fraudulent transactions in real-time.

Due to the recent advancements in data science, variousmodels have been proposed to help solve this problem.There are a few stand-alone
methods and algorithms, such as anomaly detectors, which show decent accuracy in classifying the non-fraudulent transactions but tend to
fail with classifying the fraudulent ones due to the lack of insufficient data (1).This is tested further in the paper. Secondly, simple classifiers like
Random Forest Classifier and Support Vector Machine tend to show higher accuracy and F1 score due to their successful classification of the
majority of the non-fraudulent transactions (2). The purpose of this paper is to create an ensemble that uses the decisions made by classifiers
and Neural Networks for better accuracy and F1 score. The objective of the OSE is to rectify the imbalance in the credit card datasets and
accurately classify unseen transactions. While measures like ROC show the accurate classification of fraudulent data, it is important that a
balance between the true positives and true negatives are found that are identified by the OSE. The F1 score combines the precision and the
recall to a single metric in accordance with its harmonic mean. The main purpose of this study is to compare the classifiers’ performance.
The classifier’s F1 scores are used to assess which classifier generates better results. Since the F1 score takes into account both the recall and
precision, it provides the trade-off that is being looked for in this study, and is considered best suited for real-life transactional scenarios.

Researchers are committed to employing machine learning and data mining approaches to discover an efficient solution in this domain,
especially due to recent accelerated breakthroughs in these technologies. Pattern recognition methods like Decision Trees (3) and Neural
Networks provide a steady scientific basis for anti-fraud. These methods work decently for rule-based detection systems which catch fraud
transactions but they require excessive manual work to enumerate all possible detection rules. Unsupervised learning (4) has an edge over
conventional supervised learning methods as they are unrivalled at finding implicit correlations between data and hidden fraud patterns.
Unfortunately, unsupervised learning lags in accuracy when compared to supervised learning. Supervised learning (1,5) learns from preceding
examples that are generated while training on labelled data. Labelled data have tags that help the model differentiate between patterns that
are related to fraudulent transactions and patterns which represent normal behavior. Hence, the individual strengths of MLP (unsupervised),
K-nearest Neighbor’s algorithm (kNN) and Support Vector Machine (SVM) are combined into a collective ensemble to create an efficient
fraud detection system.

In light of the difficulties that traditional classification approaches face concerning the imbalanced datasets, the availability ofminority class
data in the dataset is increased. These minority classes typically contribute less in minimizing the objective function in standard classification
methods. This is done by generating synthetic fraud data and appending these new values to the original dataset thus doubling the number
of fraud transactions (6). The augmented dataset is used to test the effectiveness of an Autoencoder model and Multi-Layer Perceptron model.
Autoencoder andMLP are both unsupervised algorithms. In (7), three unsupervisedmodels are used for anomaly detection, more specifically
Credit Card Fraud - and it is shown that Autoencoder outperforms the other two models (One-Class SVM and robust Mahala Nobis).
Autoencoder is the most commonly used unsupervised model for anomaly detection but it still falls short in performance when compared to
the Multi-Layer Perceptron model.

Based on the experiments, it is observed thatMultilayer Perceptron is a better fit for the final ensemble.The final ensemblemodel proposed
makes use of the stacking classifier to take the outputs of base-learners as input and attempts to learn the best possible way to combine these
input predictions to obtain better output prediction.

The main contributions of this paper are characterized as below:

• Implemented a model based on Multi-Layer Perceptron (MLP) and GAN to distinguish fraudulent transactions from normal
transactions and observed a 10% increase in F1 score when the augmented dataset is tested during experimental study.

• A comparative analysis is performed between an Auto-Encoder model with SMOTE oversampling and the GAN-improved MLP.
• Proposed a model based on stacking classifier which integrates the MLP model along with kNN and SVM. This ensemble is then tested

on the augmented dataset and found to have a 90% F1 score.

The structure of the paper is as follows. Section II presents the Related Work; Section III introduces the Proposed Model with SMOTE and
GANmethods alongwith the final ensemble. Afterwards, Section IV provides a detailed explanation of ourmodel.The evaluation and analysis
of all models are shown in Section V. Finally, Section VI concludes the paper.

2 Related Work
The field of study referred to in this paper is fascinating because datasets that are generated in real-time scenarios are highly imbalanced
and hinder models from training accurately as they are largely biased towards genuine transactions and overlook fraudulent transactions.
A cost-sensitive decision tree algorithm is modeled that considers misclassification costs as a method of minimizing bias in well-known
traditional classification models (3). To solve these imbalanced dataset issues, the initial focus is to generate artificial fraudulent data that
balances the overall data presented to the models for training. Although Random oversampling technique provides a decent starting point,
its main drawback is the creation of smaller decision regions which may further contribute to the overfitting problem (7). This observation
leads to the use of oversampling methods that specifically generate synthetic data that aid this domain.
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Generative Adversarial Networks (GANs) has a generator that feeds on noise as input, and produces realistic (synthetic) copies of the data
as training progresses. The underlying patterns or data structures found within datasets are not directly observable and are challenging to
extract using other strategies (8). GANs are able to detect these patterns in the trained data and generate remarkably similar synthetic data
values. They have also been proven to generate convincing images and are able to correctly perform discrimination when new instances are
introduced (9). They can be used as an oversampling method to generate synthetic tabular data based on only the fraud transactions to help
balance out the ratios in the dataset.

As the imbalance in the current dataset stands, (10) also implements a similar approach where a GAN is trained to output artificial minority
class data which are combined with the original training dataset. This forms the augmented training set that is used to improve classifier
performance. However, by injecting these examples in a training set there is an increase in observed false positives. This problem is remedied
in the proposed model by further implementing the Optimized Stacked Ensemble.

Oversampling techniques such as SMOTE (SyntheticMinorityOversamplingTechnique) are based on the concept of theminority class(es)
in the dataset. This strategy avoids the problem of classifier overfitting, and the decision boundaries allocated to the minority class are spread
deeper into the majority class space (11). SMOTE works under the concept of interpolating between several minority class features of the
dataset that lie together. Rather than just duplicating the minority class data points, it focuses on the features. Operations such as rotation
and skewing are ways that can help perturb the training data. Synthetic examples are then generated and are introduced onto the dataset
along the “lines” joining the minority class neighbors (12). Hence, the working of SMOTE can be said to be operating in the “feature space”
and not the “data space”. In (12), the effects of SMOTE are discussed extensively and is proven to have improved the algorithm when trained
with a balanced dataset created using SMOTE. Other variants of SMOTE include MWMOTE, SMOTE-ENN and Safe-level smote, which are
discussed in (13,14). In this paper, a hybrid version of oversampling and under-sampling is used called Smote-Tomek. Tomek Links, developed
by Tomek in the year 1976, is an under-sampling technique that uses Euclidean distance to choose data points of majority class that are closer
to the minority class and keep them; while discarding ones that are farther away in the data space (15).

The method of inverse random under-sampling method and stacking also called the SIRUS is proposed in (16). Inverse random under-
sampling is used to generate multiple datasets which contain all minority class samples and randomly chosen majority class samples. For
each of these datasets, classifiers are trained and tested and the best combination of first-level learners (i.e., the classifiers for the ensemble)
is chosen. Although this showed positive results, the ensemble only uses classifiers for the ensemble. The addition of a Neural Network, like
what is being discussed in this paper, makes the model more robust than with just classifiers.

Hybrid techniques that are not based solely on the working of oversampling are tested side by side in (17), while proposing a new model
called Constructive Covering Algorithm (CCA) which takes a new methodology to delete samples that are overfitted in the data space. This
model is proven to be better than almost all hybrid SMOTE models with binary classification. Although this model is very efficient with
omitting data points that can cause the algorithm to overfit or the class space to overlap, the complexity of the model is larger than other
existing models such as Tomek Links.

Another model discussed in (18) is called the DBSM model - a hybrid balancing method between Density-Based Spatial Clustering of
Applications with Noise (DBSCAN) and SMOTE. While the former algorithm is trained to only produce negative samples, SMOTE produces
positive samples for the dataset. Outputs from both the algorithms are combined to create a new balanced dataset. The model lacks in
explaining how it would work with n-class datasets, as it is solely focused only on binary classification.

Many comparative studies over well-established feature models have been done at an application level. AdaBoost, Random Forest, Naive
Bayes, and PART machine learning techniques are few techniques that have been used in the domain of financial fraud detections and these
techniques are compared using the five parameters to determine their performance (1). Although thesemodels perform extremely well, Neural
Networks are preferred over regular featuremodels. Onemain reason to choose Neural Networks over regular featuremodels is that they tend
to learn complex relationships between data and even nonlinear structures. This is vital for real-life scenarios as most relationships between
inputs and outputs are non-linear as well as complex. Hence, the Multi-Layer Perceptron model is introduced as one of the key members of
the stacked ensemble. Various standard ensemble techniques already exist as presented in (19,20) such as Bagging, AdaBoost, Random Forest
and Gradient boosting classifier ensembles. However, these have considerable drawbacks and aren’t efficient in providing an effective fraud
detection system.

In (21), a comparative analysis between various types of algorithms is done using a real-time dataset.Thirty per cent of the real-time dataset
is used as a test case while the other seventy percent is under-sampled to help train the models better. It is evident that the models need a
balanced dataset to work efficiently. The conclusion of (21) states that using Logistic Regression as the meta classifier for the stacking classifier
showed the most promising results for predicting fraudulent transactions with an accuracy of over 95%.

It is important to optimize the detection accuracy to avoid any catastrophic losses that can be faced due to misclassification of credit card
transactions. In stacked classifiers, various classification models are combined to help reduce the generalization error. In (2), it is mentioned
that stacking various classification models combines machine learning classifiers which are conceptually different and uses either a Hard Vote
(majority voting) or a SoftVote (average predicted probabilities) to predict the class labels. Although the author has provided a precision-recall
score for a stacked classifier, they have only incorporated regular supervisedmethods of classification (2,4,5) and the final class label is predicted
using the weighted majority voting technique in (4). Similarly, (5) also sees a minimal difference in accuracy between the standalone models,
but a decent increase in the predictive accuracy percentage is noticed. The aim is to further improve this hybridized model by implementing
oversampling methods on the ensemble of learners to increase the scalability of classification after the proper model training.
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3 Proposed Model
This section contains a detailed description of the model proposed in this paper. The framework of OSE is seen in Figure 1 and shows how
the model works. Using Python’s extensive packages, the dataset is first preprocessed and then fed into the few selected machine learning
algorithms for predictive learning. The preprocessed data is sent through oversampling methods for balancing the dataset. SMOTE-Tomek
improved dataset is then used to train the SVM classifier and GAN improved dataset to train the kNN classifier and the MLP model. Next,
test data is input to the classifiers for predictions and these predictions are sent to the OSE. The OSE uses Logistic Regression as its meta
classifier and the stacked prediction from the OSE is considered as the final output and is cross-validated with the original data to reveal the
F1 score and accuracy of the model.

3.1 Generative Adversarial Networks (GANs)
GANs are deep learning technologies that learn hierarchies of concepts by layering abstractions on top of one another. GANs have been
widely successful in synthesizing real-looking images and convincing tabular data. GANs are composed of two models, one being a generator
and the other discriminator, that compete against each other in a zero-sum minimax game. The discriminator estimates the probabilities
that a sample comes from the original training data or generated synthetic data, while the generator learns the distribution of samples in the
dataset. Usually, both models are multilayer Neural Networks that are trained until the discriminator is unable to distinguish between real
and generated data, that is, global optimality is achieved. The minimax loss function is shown in equation (1).

LG = Ex [log log (D(x))] + Ez[loglog (1−D(G(z))) ] (1)

Here, LG is theminimax loss function value, Ex is the expected value over all real data instances and D(x) is the discriminator’s estimate of the
probability that data instance x is real. Similarly, Ez is the expected value over all random inputs to the generator, while G(z) is the generator’s
output over the given noise z, which in this case is the fraud value in the original dataset.

Fig 1. Architecture of OSE Model

3.2 Synthetic Minority Oversampling Technique (SMOTE) and Tomek Links
SMOTE, an oversampling model, and Tomek, an under-sampling model, together form a hybrid model that is more efficient than when
compared to an under-sampling method or a Random Over Sampler (ROS). This model removes all the overlapping data points for both of
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the classes distributed in data space. The first step is where SMOTE algorithm oversamples the minority class data points. SMOTE selects
the minority class instance at random, which in this case is the fraudulent transactions, and finds its k-Nearest Neighbors in the minority
class. After choosing one instance, it finds the nearest neighbor to this instance at random from one of the neighbors and forms the synthetic
instances by connecting the two original instances forming a line segment in the feature space. Hence, it can be said that the synthetic instances
are generated as a curvilinear combination of the two instances that are chosen from the original data points.

This process continues until the synthetic minority class samples along with the actual minority samples reach the threshold of samples
given to the algorithm. In this case, the threshold is the same as themajority class samples count.The approach is considered effective because
of synthetic examples that are relatively close to the original instances in the feature space. After oversampling is done by SMOTE, the class
clusters may invade each other’s space. This implies that the classifier model may be overfitting.

To avoid overfitting and overlapping of data points, Tomek is applied to the dataset. Tomek links are formed between the opposite class
paired samples that are overlapping or are negligibly near to each other. The pair is then removed from the data space to increase the class
separation between both the classes. This in turn makes it easier for the algorithm to classify data points. Hence, Tomek links are applied to
oversampled minority class samples done by SMOTE.

3.3 Optimized Stacking Ensemble (OSE) Model
To begin with the ensemble model, the F1 scores and accuracies of the classifiers and the Neural Network models are compared separately.
The optimized classifiers’ predictions at the base level of the framework are compiled into an ensemble using the technique of stacked
generalization, and the augmented dataset is trained using a different learning algorithm (One Vs Rest Classifier). Stacked generalization
enables the larger model, in this case, the OSE, to embed the initial Neural Networks as sub-models and use them for training and prediction
while simultaneously using Logistic Regression as themeta learner.The stacking process functions on two separate levels: Level 0 contains the
three base-level learners which are individually used to predict the classes of unseen transactions from the validation set. The base learners
are combined along with their predicted target classes and are then passed on to the meta-learning phase as input. At Level 1, the individual
classification outputs and the expected class for each transaction instance are now considered as new features for every transaction and
are presented to the meta-level classifier as the training set. This method allows the OSE to use the new features in the training set while
maintaining the original target attribute.

The stacking classifier takes inputs from two classifiers and one Neural Network; the meta classifier used is Logistic Regression. The
predictive performance of the ensemble’s resultant stacked classifier is then evaluated on the test set. During the experimental study, SVM
showed better performance in both parameters. SVM outperformsmost models due to its ability to work well with high-dimensional datasets
which is a key factor in Credit Card Fraud Detection. kNN is robust to noisy training data, which in this case is the presence of a large number
of genuine transaction examples. RFC, on the other hand, is better at dealing with categorical features and not entirely suitable for datasets
like the one that is being dealt with for this problem. Because of these reasons, they performed less. As for choosing which Neural Network to
incorporate in the ensemble, in Figure 2 it can be seen that although the autoencoder model does well concerning the majority class, it fails
when compared to the MLP for the minority class. Hence, MLP is chosen for the ensemble, along with SVM and kNN as the base classifiers
and Logistic Regression as the meta classifier.

4 Results and Discussion
4.1 Dataset

The dataset used in this paper contains transactions made by European credit cardholders on two consecutive days in September 2013 (22).
The set has 284,807 transactions and 31 columns, 28 of these columns are redacted to maintain confidentiality. Out of these transactions,
only 492 of them have been classified as fraudulent cases (only 0.17% of the dataset) while the rest are classified under non-fraudulent or
genuine transactions, making it very imbalanced. The available dataset contains purely numeric columns. This is mentioned in the source
webpage as a result of Principal Component Analysis (PCA) transformation of the original data. This redaction process is done to respect
the confidentiality issues and the sensitive nature of the data; the original features and more background information about the data are not
provided.

4.2 Data Preprocessing
The dataset used in this study contains transactions in which only 492 of them have been classified as fraudulent cases (only 0.17% of the
dataset) while the rest are classified under non-fraudulent or genuine transactions, making it very imbalanced. In (20), it is speculated that
the variables might fall under different categories, each category containing the statistics of a transaction characteristic such as regional,
transactional, merchant type, time/amount based and time/frequency of transactions based. The remaining labeled columns are Time,
Amount, and Class. Time column points to the time elapsed between the first transaction and the present transaction (in seconds). The
amount column contains the transaction amount; it comes in handy while training a cost-sensitive detection model. Class is a reference
feature that points to whether the transaction is fraudulent or not [1: Fraud, 0: Genuine]. The amount column is heavily skewed and is hence
normalized.
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SMOTE and Vanilla GAN are experimented to oversample the minority data in the binary classification. Although the fundamental
concept of how SMOTE and GAN work to oversample the minority dataset differ, the effects they have on the datasets are very similar. The
effects of both the aforementioned oversampling techniques can be seen when both datasets are fitted and tested using a Logistic Regression
classifier. Logistic Regression classifier is an optimal choice for this comparison because it forms no biases about the distributions of classes
in a specific feature space.

4.3 Performance Analysis
A preliminary comparison between the two types of Neural Networks is conducted in this study. Multi-Layer Perceptron (MLP) is trained
on a GAN-improved dataset and Autoencoder is run on a SMOTE improved dataset. These models are then tested on 20% of the dataset that
are set aside. Figure 2 indicates that MLP has a great margin of F1 score at 76% and hence, is chosen as a key member in the final stacking
ensemble. Similarly, one round of testing is done on supervised models namely kNN, SVM, and Random Forest Classifier (RFC) based on
the literature review. From Figure 3 , it is observed that after testing on the imbalanced dataset

, kNN and SVM perform much better as compared to RFC. Although SVM outperformed the other classifiers, it is not suitable as a
standalone classifier for two main reasons: 1. In real life scenarios, there is a growing number of samples at any given point in time due to
the exponential growth of transactions and SVM does not bode well with large datasets; 2. SVM is good with classifying when there is a
clear separation in classes, which is not always present in the scenario of credit card fraud data points. For this very reason, the OSE model is
essential. It uses the classifying power of three algorithms to make a final prediction.

The first step to building the OSE framework is to test the effectiveness of GAN as an oversampling method. To do this, the initial
experiment is set up such that the MLP model is trained on the original dataset and its performance is observed as 66% in terms of F1
Score. After generation and injection of the synthetic fraud data into the original dataset, the same model is trained and observed a 10%
increase in F1 Score at 76%. Similarly, the performance of each model is evaluated before and after applying the oversampling methods and it
is observed that there is a clear increase in performance across the board in terms of F1 score as shown in Figure 4 . Evaluation metrics such
as Accuracy and F1 Score are used to evaluate the performance of the proposed model. The classification performances (based on F1 score
and Accuracy) of the OSE along with the base level classifiers, i.e., SVM, MLP, and kNN classifiers, are graphically shown in Figure 3.

In the experiment, the train to test data is split in an 80:20 ratio. This test data is used to check if the proposed framework’s meta-classifier
(Logistic Regression) classifies well on unseen data. Since the test data is not used in the classifier’s training process, it is used to provide an
unbiased estimate of the classification performance of the OSE. As seen in Figure 5 , the F1 Score performance of the OSE is at 0.905 and its
Accuracy is at 99.8% showing enhanced fraudulent/genuine classification accuracies. The MLP classifier, with 94 percent accuracy, and the
SVM classifier, with 93 percent accuracy, trail the OSE. kNN shows the highest F1 score of 0.96 and an accuracy of 95%. Despite a slightly
lower F1 score than kNN, the OSE is preferred due to its ability to harness the abilities of unsupervised MLP which works best with finding
hidden patterns of fraudulent transactions in real-life scenarios.

Fig 2. Comparison of Neural Networks
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Fig 3. Comparison of Supervised Classifiers

Fig 4. F1 scores after Oversampling

Fig 5. F1 scores of Stacking Ensemble vs Conventional Models
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5 Conclusion and Limitations
5.1 Conclusion
The study of imbalanced datasets and ensemble learning paradigms is crucial in the field of fraudulent deductions and other similar studies.
The motivation behind this paper is due to a lack of ensembles learning paradigms that are trained with not just imbalanced datasets, but
with synthetic datasets that can help provide more information on the minority class features. In this paper, the negative effects that a heavily
skewed, highly imbalanced dataset can have on classification algorithms and Neural Networks models are reduced. An ensemble model
(OSE) is built which has both a Neural Network and supervised classification algorithms to help detect fraudulent transactions in varying
dataset fragments. This approach harnessed the strength of stacked classifiers in handling highly negatively skewed data. The F1 score and
the accuracy of the ensemble model are impressive and the model is proven to be more robust than the stand-alone classifiers because of its
high accuracy in classifying fraudulent transactions.The proposedmodel also worked well with high class-imbalanced datasets, which is very
important for classifying real-time datasets.

5.2 Limitations
One major limitation regarding the OSE would be the time taken for it to train with the given data. With the credit card data being a non-
stationary one, it is harder to run a model with mostly pre fitted and pre trained parameters. The OSE, like all other simple classifiers, needs
to constantly learn. The involvement of two classifiers and one neural network somewhat resolves this issue and can be further combated by
making the learning process can have much larger intervals as compared to a simple classifier. However, this is still not recommended over
large periods of time.

Future Scope
To improve the model further, the concept of weighted voting can be applied to the predictions from the first layer of classifiers in the
OSE. Another method would be to use boosting algorithms which can be trained on the synthetic data that is being generated using the
oversampling techniques discussed previously. Aside from this, the concept of non-stationary data can be handled in the future. Non-
stationary data refers to the continuous data that is being produced every single moment with a new feature behavior. Non-stationary data
compounded with the imbalanced data set problem does not provide ideal situations for classifiers to perform well.
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