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Abstract
Background/Objectives: Every day millions of people visit search engines like
Quora, reedit, stack overflow, etc., the demand for new intelligent techniques
is growing, to help individuals find better solutions.Methods: In our proposed
system, the Quora datasets were filtered using SQLite which takes one-quarter
of the time taken to pre-process the same dataset using existing approaches
like python functions. We used machine learning techniques namely the
Random Forest, Logistic Regression, Linear SVM (Support Vector Machine) and
XGBoost to analyze and identify the most suitable model. Findings: The error
log loss functions (0.887, 0.521, 0.654 and 0.357) of the abovemachine learning
techniques were analyzed and compared respectively. The performance of
XGBoost is the best among the other models, hence XGBoost is the most
efficient model. Conclusion/Future Scope: It is concluded that XGBoost has
outperformed other machine learning techniques discussed in the study. It
is also found that pre-processing using SQLite has improved the response
time. In the future, we would like to apply a similar approach for various
other search engines that are available like reedit, stack overflow, etc. and one
could ensemble the best models of each type (linear, tree-based, and neural
network).
Keywords:Machine Learning; Question Pair Similarity; XGBoost; Linear SVM;
Logistic Regression; Random Forest

1 Introduction
The need for a software system to locate information first appeared in the thought-
provoking article titled “As We May Think” by Vannevar Bush in 1945. He proposed
research libraries with related explanations similar to modern-day hyperlinks. The first
systematic search engine was Archie created by Alan Emtage in 1990 and after that,
there were many search engines likeW3catalogue,WorldWideWebWanderer, Aliweb,
JumpStation and WebCrawler, Yahoo, Megallan, Excite, Infoseek, Inktomi, Northern
Light and AltaVista, Netscape and Bing appeared, until Google search engine by Larry
Page emerged. Google collects information about the web pages, then categories web
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pages, finally making it available to people to access relevant web pages.
The objective of this study is to find the best machine learning algorithm to eliminate all the duplicate questions to enhance

user satisfaction. Based on a critical evaluation many machine learning algorithms take a long time to train the real-time
datasets. This study will highlight the key considerations for incorporating SQLite to preprocess the dataset, which in turn
improves the response time by one-quarter of the time taken to pre-process the same dataset. The feature extraction of the
similar question pairs in the Quora dataset is evaluated with features of question 1 and question 2 such as: frequency, length,
number of words, number of common words, the total number of words, the sum of frequencies, the absolute difference of
frequencies, etc. following which the performance of machine learning algorithms will be assessed under error log loss function
and response time.

Many findings comparing the accuracy of different machine learning algorithms against the similarity search have been
conducted (1–7). Zainab Imtiaz et al. (1) conversed about a model that determines pairs of duplicate queries by merging word
embedding techniques such as FastText Crawl, FastText Crawl Subword and Google News Vector with separation techniques.
This study proposed a new Siamese MaLSTM model that interprets the Manhattan distance to assess the logical similarity
between several questions. But this approach is complex thereby increasing the time taken to produce results. W. Li et al. (2)
presented a short-term regional Wind Power Prediction method based on multi-stage feature selection and XGBoost. The
authors suggested that the RootMean Squared Error (RMSE) of the XGBoost model is reduced by about 1% when compared to
random forest and regression tree.This motivated us to use XGBoost in our work. Z. Xu et al. (8) discussed a SemanticMatching
Model (SMM) incorporated with the framework of multitasking transfer for detecting duplicate questions. It introduced the
word-to-sentence interaction approach depending on which possible similar words are either ignored or paid attention to.
The drawback in this approach is that there is a probability that a potential similar word can be ignored. L. Wang et al. (9)
used deep learning techniques to identify duplicate questions in a stack overflow. The proposed model incorporates Long
Short-Term Memory (LSTM), Recurrent Neural Networks (RNN) and Convolutional Neural Networks (CNN). Furthermore,
word2vec was used to obtain the vector representations of words which is not feasible for huge datasets. D. A. Prabowo et al. (10)
implemented CNN to determine the logical similarity of questions. Glove pre-trained word embeddings approach was used
and the help of stochastic gradient descent was taken for optimization. But the accuracy obtained was comparatively very less
about 79%. S. Mukherjee et al. (11) demonstrated a natural language system that used word embedding features like word2vec
and simple hand-picked structural features for handling erroneous questions. But the recommended system is not efficient for
complex queries. Mohammad Daoud (12) addressed the automatic Arabic query similarity identification. An approach based
on rules incorporating semantic and lexical similarity was proposed and implemented. The authors specify that resemblance
amid words could be determined by literal and logical similarity. In this work, Daoud classifies and arranges queries in the
database concerning their logical structure considering their form and range of application. This approach is specific to a
particular language i.e. Arabic. Chen, M et al. (3) give an overview of a prediction method of transient stability for power
systems based on XGBoost. The authors discuss that more features can be taken into account in the XGBoost-based method,
which is preferred in complex power systems, particularly in the power system penetrated by new energy sources, compared
to the traditional method. Among the significant characteristics, which have the strongest association with system reliability,
the major characteristics can be extracted. The simple analysis and quick calculation make it more feasible for a researcher to
apply this methodology in the online power system predictions. The authors clarify that the XGBoost model yields accuracy
high efficiency. Sultana R. et al. (4) discussed overcrowding in health care units caused by population rise over the last 10 years.
Data mining models namely boosting and decision trees, originating from the tree-based approach were used for prediction
activities.The latest method of gradient-boostingmachines was elucidated for enhancing productivity andmultiply speediness.

Similarly, other authors have identified many gaps in their work. Some of them even applied in their native language like
Arabic sentence similarity (12) andChinese sentence similarity (13).Most of these authors have identified gaps like lower precision
and accuracy, suitable for document similarity but not for question pair similarity, etc. (Table 1) shows the comparison of
different machine learning algorithms with existing gaps.
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Table 1. Comparison of different machine learning algorithms showing existing gaps
Author(s) Algorithms/ Techniques Datasets Existing Gap
M. Daoud (12) Weka 3.8 - Random Forests with 10 folds

cross-validation
300 questions prepared for
Arabic language

Less accuracy

I. L. Cherif and A.
Kortebi (5)

K-Nearest Neighbours (K-NN), Naive
Bayes (NB) C5.0,C4.5, XGBoost

Data collected from a
major French ISP network
in 2015.

The time taken for training was not
considered.

X. Dong, T. Lei, S.
Jin and Z. Hou (6)

XGBoost Traffic flow detector data
collected in Beijing

Suggests that XGBoost improves pre-
cision and accuracy.

C. Saedi, J.
Rodrigues, J.
Silva, A. Branco
and V. Maraev (7)

Rule-based approach, SVM and Deep
CNN

Real-time dataset uploaded
by Quora on Kaggle

It is not satisfactory for smaller
datasets.

Shashi Shankar (14) Support Vector Classifier model Quora dataset The implemented model has compar-
atively lower accuracy.
This work is more suitable for evaluat-
ing short answers.

B. Ye, G. Feng, A.
Cui and M. Li (13)

RNN encoder-decoder Constructed dataset con-
taining 4,322 labelled ques-
tion pairs in Chinese

This algorithm has been implemented
specifically for the Chinese language.

Q.Mahmood,M. A.
Qadir and M. T.
Afzal (15)

SPARQL (Protocol and RDF (Resource
Description Framework) Query Lan-
guage) queries.
Sem SNA (Social Network Analysis) for
analysis of RDF citation graphs.

Citeseer data set This technique is more suitable for
determining document-similarity as
question pair similarity requires more
detailed analysis.

J. Wang, Z. Li and B.
Hu (16)

Question Similarity Based on Their
Answers, Semantic Context from Exist-
ing Q/A Pairs, Cosine Distance

Community-based ques-
tion and answer (cQA)
service on the Web

This approach has lower accuracy
when compared to other approaches.

2 Proposed Models
The main objective is to determine whether the given pair of questions are duplicates of each other or not, thereby finding
quality solutions to question ensuring enhanced experience for solution providers, readers and inquirers. Quora has uploaded
its real-time data into Kaggle which consists of 404,290 question pairs that belong to the training data set and about 2,345,795
question pairs that belong to the test dataset.The size of the dataset after pre-processing is extracted to be 5.55GB. FourMachine
LearningAlgorithms namely- RandomForest, Linear SVM, Logistic Regression andXGBoost were used to identify the question
pair similarity. The results obtained by each of the models are compared to identify the model which gives maximum accuracy
in a minimum amount of time. The recommended architecture for analyzing the proposed system is shown in Figure 1. First
data is collected from Kaggle, it is then analyzed and pre-processed. Noise is removed by eliminating HTML tags, stop words,
punctuation, white spaces and URL. The obtained data is pre-processed using normalization. Normalization is done by using
three sub-techniques called stemming, tokenization and lemmatization. Pre-processing is done using PL/SQL blocks in SQLite
Database which can process a huge amount of data in less amount time when compared to other methods. Then, the obtained
dataset is trained using a randommodel, Linear SVM, Logistic Regression and XGBoost. The results obtained are stored in the
database. After which a comparison operation is implemented by analyzing the error log loss function for each of these training
processes. The model with the least error function value is then selected thereby obtaining maximum efficiency and accuracy.
Finally, a visualization operation is performed which represents the confusion matrix, precision matrix and recall matrix for
each of the adopted machine learning models.
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Fig 1. Functioning of the proposed model

3 Experiments & Findings
The output obtained for the four different models are demonstrated clearly and individually. The below formula (1) is used to
compute the log loss (error function) for logistic regression.

−1/N∑yi ∗ logN
i=1 (p(yi))+(1−yi)

∗ log(1−p(yi)) (1)

The same log loss function yields different values for each of the specified four models as each of them have a unique
implementation based on their specific algorithm.

3.1 RandomModel

Figure 2 depicts three different matrices namely confusion matrix, recall matrix and precision matrix for the random model.
The confusion matrix illustrates that the maximum value 9482 corresponds to the false positive (i.e. the actual value is no, but
is predicted as yes). The log loss obtained is analogous to the error which has a value of 0.887 for the random model.

Fig 2. Confusion Matrix, Precision Matrix and Recall Matrix for the RandomModel

3.2 Logistic Regression

Figure 3 shows the Cross-Validation Error for each alpha taken. It is an alpha vs. error measure graph. This elbow graph has
been plotted to identify the ideal value of alpha for the length of the dataset. Figure 4 illustrates the matrices obtained for the
logistic regression model. The confusion matrix demonstrates that the maximum value is obtained for True Positive (i.e. the
actual value is yes and the predicted value is also yes) at 16551. Therefore, this model has a comparatively better performance.
The log loss acquired for the regression model is 0.521 which is lesser than that obtained for the random model. Thus, logistic
regression gives better accuracy and efficiency than the random model.
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Fig 3. Cross-Validation for Logistic Regression

Fig 4. Confusion Matrix, Precision Matrix and Recall Matrix for Logistic Regression

3.3 Linear SVM

Figure 4 exhibits the confusion matrix, precision matrix and recall matrix for the linear SVM model. The confusion matrix
confirms that true positive has the highest value at 17081. The log loss (error function) obtained for the linear SVM model is
0.654 which is smaller than the error acquired for the random forest but greater than the error obtained for logistic regression.
Thus, this model is better in comparison to the random forest while it is not as good as the Logistic Regression. Figure 5 analyses
the Cross-Validation Error for each alpha taken. It is an alpha versus error measure graph. It is used to find the optimum value
of alpha.

Fig 5. Cross-Validation for Linear SVM

https://www.indjst.org/ 1639

https://www.indjst.org/


Anishaa et al. / Indian Journal of Science and Technology 2021;14(20):1635–1641

Fig 6. Confusion Matrix, Precision Matrix and Recall Matrix for Linear SVM

3.4 XGBoost

Figure 7 explains values acquired for confusion matrix, precision matrix and recall matrix for XGBoost. With regard to the
confusion matrix, it is definite that the value obtained for true positive (i.e. the actual value is yes and the predicted value is
also yes) is at the peak which corresponds to 17172. It is evident that the true positive value is the highest for XGBoost when
compared to all the previous models. The log loss (error function) for XGBoost is found to be 0.357 which is the least among
the four models. Since error function is inversely proportional to efficiency, it is clear that the results obtained by using the
XGBoost approach is the most accurate when compared to the above three models.

Fig 7. Confusion Matrix, Precision Matrix and Recall Matrix for XGBoost

4 Conclusion
This study trained and tested four machine learning models to identify duplicate questions using a real-time dataset.The size of
the raw dataset was found to be 7GB. PL/SQL was used to pre-process data which was further stored in the database. PL/SQL
loads the entire dataset only once and whenever any query is executed, data is directly obtained from the database, therefore
this process is rapid and efficient.The entire dataset was successfully cleaned and pre-processed in one hour. While the existing
solutions use python functions available in the python libraries to pre-process huge datasets which take four times the time
taken by PL/SQL.

Four different machine learning models were implemented and their results were compared to arrive at the best-performing
model. After execution, the error parameter referred from the log loss function for the randommodel, logistic regressionmodel,
linear SVM and XGBoost are obtained to be 0.887, 0.521, 0.654 and 0.357. Efficiency is inversely proportional to the error
function thus it can be concluded that XGBoost is the best model, yielding maximum accuracy in the minimal amount of
time which is complemented by the unique pre-processing operations performed using PL/SQL thereby improving the overall
response time.
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Future Scope

As a continuation to our project, in the future, a similar approach can be implemented for various other search engines that are
available like reedit, stack overflow, etc. This will ensure that search engines are user-friendly. Furthermore, the best models of
each type (linear, tree-based, and neural network) can be grouped. Additionally, more features for the tree-based models can
also be designed.
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