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Abstract

Objectives: Significant progress has been made in processing the data required for enterprise management, with the development of information and computer technologies. Methods: But a deeper study of the problem of management requires the involvement of new types of information, because the economic situation is becoming more dynamic and uncertain. Mathematicians and economists should explore this tendency; develop new decision-making schemes that more fully take into account reality, while traditional formal schemes often do not correspond to factual facts. Problems that constantly arise in management due to their natural nature of uncertainty cannot always be solved with the help of traditional mathematical methods. Findings: At the same time, new theories appear, for example, the theory of fuzzy sets, which has been developing rapidly in recent times, which corresponds to these needs. Thus, it is possible to free a person from time-consuming, routine work and unleash his creative potential. Applications: All these factors make it possible to look at the prospects for the development of society in the new millennium with optimism and optimism.
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1. Introduction

Modern society is characterized by a high level of dynamism and an abundance of information about social, economic, production systems and processes. In these conditions, management is becoming increasingly important. In order to achieve the goals set and the future prospects for the development of society, it is necessary to constantly make decisions that take into account the variability of the situation and are based on the most accessible information. The scope of management is truly comprehensive. Management developed, improved, and became more complex along with the development of human society. All changes in productive forces and production relations invariably affect the sphere of control. Therefore, it is quite natural that a revolution in the science and technology of our time leads to revolutionary changes in management.

The modern level of development of mathematics and computer science has allowed us to set and solve fundamentally new problems, which are characterized by complex relationships, large volumes of information and the need to take into account many uncertainties. Among the important objects of management can be identified enterprise. A modern enterprise is the center of human efforts aimed at quantitative and/or qualitative change of goods to meet the needs of society. In the enterprise there is a certain cyclical process. This process is a general material scheme of economic activities, i.e. there is a production phase, a possible accumulation of goods, their transfer and a consumption phase. To manage an enterprise, it is necessary to identify a set of efforts, materialized in the behavior of the manager. Efforts are aimed at achieving a specific goal.

Currently, the economic, social and technological situation in enterprises, as a reflection of reality, is much
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less predictable and is in a more unstable situation than a few years ago. Therefore, both at the economic level and in microeconomics, a search is under way for new approaches to the analysis of situations. These situations are characteristic of economic systems and enterprises.

Achievements in modern mathematics and artificial intelligence, along with the level of development of telecommunication and information and computer technologies, make it possible to take a fresh look at the problems of management and decision making. There was a real opportunity to automate this process from the extraction of data and knowledge to monitoring the implementation of management decisions. At the same time, it is possible to visualize and analyze the situation at all stages of decision making. To achieve these goals, it is necessary to thoroughly study and understand the global processes occurring in socio-economic systems, to analyze them in terms of achievements in formal methods and computer technologies. But you should always remember that the direction should be from problem to methods and technologies, and not vice versa.

2. The Problem of Modeling and Methods

The search for effective management decisions always involves the construction of a mathematical model and the use of mathematical tools. When solving applied problems related to enterprise management, problems arise with modeling methods. This concerns the choice of formalism and the type of model. (Formalism means language to describe a model). Using a formal approach, we have the following sequence of actions:

<Object task → Model → Algorithm → Programme>

The choice of model type is largely determined by the ability to obtain a numerical solution of the problem. To do this, there must be an algorithm that is efficient in accordance with the number of operations, the solution time, the amount of memory needed. The choice of formalism is associated with the attitude of the researcher to the information about the task. Currently, there are three fundamental possibilities: formalisms based on deterministic, probabilistic and fuzzy languages for describing reality. The main role of the program is associated with the computer implementation of the algorithm, the organization of the data structure, the presence of a user-friendly interface and the means of presenting and interpreting the result.

Let us consider some aspects related to the choice of formalisms. The meaning of the problem is determined by the following circumstances. In practice, information about the objects of the system under study is between complete confidence and chaos. This situation is called uncertainty. At any given time, the researcher is in a situation of a certain level of uncertainty. It depends on many factors. The consequence of this uncertainty is the need to use the language of “fuzzy” mathematics. In some cases, when something can be sacrificed, a deterministic formalization language or normalized fuzziness-probability is used.

These are all the possibilities that a mathematician has at his disposal when solving applied problems. Traditional formalisms have extensive experience in solving practical problems, internal techniques and a number of problems. The question arises how to account for uncertainty with the help of “fuzzy” mathematics. What are the opportunities and challenges? In what respect is it worse or better? “Fuzzy” mathematics should proceed from the experience of traditional formalisms and make the most of it. But there must be a reverse transmission phenomenon. This means that when a transition occurs, for example, to the usual membership functions from the set {0, 1}, the result should be the same as in the framework of a deterministic language (the principle of retaining feedback). With regard to the symbolism of languages, all of these formalisms differ little. But their expressiveness is very different from each other. The most expressive is the language of “fuzzy” mathematics, because it has everything that can be described in other languages, and even more. But a number of difficulties arise:

- Information volumes at least double, because the membership function appears
- It is necessary to calculate the degree of ownership of the result, when the degree of belonging of the initial information is indicated in various ways;
- Many options for the introduction of various operations on sets and numbers.

Of course, it all depends on the specific problem, but the feedback must be respected.

The level of adequacy of results largely depends on the combination of the correct choice of the type of model,
which reflects the structural properties of the system under study, and the corresponding choice of formalism, which expresses the properties of information about the material.

Thus, modelling is a creative process. Modelling in a broad sense means replacing the system under study with another similar in some sense system, called a model and carrying out the necessary experiments with this system. The following traditional types of models can be distinguished in applied mathematics.

Analytical models are built by replacing the material carriers of the main properties of the system with abstract ones. These are mathematical symbols and various relationships between them. In this case the following questions should be answered:

- What should be used for management? It is necessary to describe the vector of controlled variables.
- How to manage? It is necessary to define a set of feasible solutions.
- What is the reason for management? The goal must be described.
- Examples of such problems are the problems of mathematical programming, graph theory, etc.

Simulation models are programs (algorithms) that implement the behaviour of the system over a long period of time. Predicted behaviour of real systems with various random actions.

Situational models: This is a prediction of the functioning of the system as a sequence of individual situations at discrete time. A set of situations is called a situational model. A set of simulation and situational models is called business games. Nowadays, computer-based decision-making methods are becoming increasingly recognized. These methods are based on the ideas of artificial intelligence and new information technologies. Among them are genetic algorithms, decision systems based on knowledge (expert systems), recognition systems, Artificial Neural Networks, and others.

Genetic Algorithms were developed based on Holland’s original work on adaptive systems. Genetic Algorithms are stochastic optimization algorithms, which were originally motivated by the mechanisms of natural selection and genetics. What can make a genetic algorithm attractive is that its simplicity is not limited to restrictive assumptions about search space. Baseline data are the basis for generating a random set of possible solutions. This population is used to create new generation solutions. The next generation is created from the best elements of the current generation through the following genetic transformations: Selection, crossover, mutation. The expert system describes the conclusion of an expert in the subject area using the knowledge base. The knowledge base contains facts and rules relating to the subject area and the inference procedure.

Recognition systems implement the principle of modelling in accordance with the priority. In this case, examples of objects that are carriers of an object task are indicated. If a new object appears, then in accordance with the principle of “similarity” it is assigned to one of the specified objects. Each specified object is associated with a specific solution.

Artificial Neural Network models the brain. This is an information processing model. Note that the Artificial Neural Network implements the principle of parallel processing of information flows. Systems implemented on their basis have high throughput.

In conclusion, the use of computer methods requires a good understanding of computer and information technologies and the attraction of expert knowledge.

3. Fuzzy Decision-making in the Management of the Enterprise

It is generally accepted that incomplete or partial reliability is a typical situation in mathematical applications. This is due to the fact that most of the problems are separate fragments of reality. When describing a fragment, it is necessary to diverge from certain information that will be present in the description of the objects being formalized. This happens when the quantitative measurement of certain characteristics is impossible or they are subjective and so on. In such situations, the methodological aspects of mathematics take on paramount importance. The main question concerns the choice of mathematics from the set of its possible variants (deterministic, probabilistic, fuzzy, etc.) for the formalization and solution of the problem. It should be understood that the wrong choice is the cause of the inability to prove the results, their processing and leads to an overestimated significance.

In such conditions, fuzzy mathematics is widely used in those areas where the formalisms of ordinary mathematics are not applicable due to the lack of an appropriate
language. This situation is typical for most decision making and management tasks. Let us consider the problem of decision making, which can be formulated as follows.

Let the set of possible solutions $K$ be numbered by the numbers $k_1, \ldots, k_l$ ($k_i \in \mathbb{N}$), ordered (assume that $k_1 \leq k_2 \leq \ldots \leq k_l$) and the range of decision $X$ will be an arbitrary non-empty set of objects. Suppose that for each solution with the number $k_i \in K$, a certain subset $X_i \subseteq X$ ($i = 1..l$) can be specified in an objective correspondence. It is required to find an algorithm that is defined on the whole set $X$ and the result of the algorithm can be interpreted in terms of possible solutions from $K$.

This statement is an obvious basis for management tasks. Having prepared for the solution of the problem, it is necessary to associate on the set $X$ every possible solution from $k_i \in K$ with some control action. In this case, the construction of algorithm $A$ is somewhat more complicated.

It should be noted that there are other provisions on the decision-making tasks. They mainly differ in the choice of the space of possible solutions $K$ and as a consequence, in the assumptions about the correlation between $X$ and $K$. In most of these statements, the question is to construct a function. In the case of ambiguity and due to the large difference in the options for implementing relational operations on the set $X$, this function can be constructed in different ways.

All existing variants of the mentioned task differ in the volumes and methods of specifying information on the set $X$. The subsets $X_1, \ldots, X_l$ can be specified in full or in partially through the finite subsets $X_i^0 \subset X_i$. In both cases, for each object $x$, the corresponding solution $K_i$ ($i = 1..l$) is known. Obviously, the problem is degenerate if full information is known, because it is solved by a simple recall.

There are two fundamentally different ways of specifying information - through the rules and use cases (examples). These methods are methodologically related. The second precedes the first and is used when we have only a description of $x$ with a known suitable solution $K_i$. Any other information is missing. The first method implements a logical description of the subsets $X_i (X_i^0)$ using the set of rules (predicates) $P_1, \ldots, P_l$. They are as follows:

$$P_i(x) = \begin{cases} 1, & \text{if } x \in X_i (X_i^0), \\ 0, & \text{otherwise.} \end{cases}$$

Change from logic way to precedent is not so difficult. Using $P_1, \ldots, P_l$ it is necessary to build subsets:

$$X_i = \{ x \in X \mid P_i(x) = 1 \}$$

Such a change is generally technical in nature. Its meaning lies in the equivalent transformation of the original rule set $P_i$ into some form. This form is called the Disjunctive Normal Form (DNF). Each conjunction of such a formula is an object $x \in X_i (X_i^0)$. Consider the decision-making problem in the above statement with the additional assumption that information about subsets is given in part — using finite $X_i^0$ subsets and through precedents. Consider algorithm $A$, which solves the problem. In general, $A$ realizes reflection.

$$A : X \rightarrow K$$

This reflection in the final passage $\cup X_i^0$ must satisfy the following constraint:

$$\forall x \in X_i^0 (A(x) = k_i)$$

Because following the assumption:

$$\bigcup_{i=1}^l X_i^0 \subseteq \bigcup_{i=1}^l X_i \subseteq X$$

There is no reason to assume that:

$$X_i \cap X_j = \emptyset \text{ if } i \neq j.$$  

It is obvious that in this case there exists an object $x \in X$, for which $A(x)$ is not defined or has more than one number from $K$ as a solution. To avoid uncertainty, the solution space of algorithm $A$ can be extended with additional characteristics.

$$M = (\mu_A(k_1), \ldots, \mu_A(k_l)).$$  

If in this case $\mu_A(k_i) \in [0, 1]$, then the vector $M$ can be considered as the vector of belonging of the corresponding $x \in X$ to the subsets $X_i$ ($i = 1 \ldots, l$). Then, as soon as $K$ is ordered, we must correct its vector representation ($K_1, \ldots, K_l$) and construct an algorithm as:

$$A : X \rightarrow K \times M$$

If the following condition is met:

$$\forall x \in X_i^0 (A(x) = ((k_1, \mu_A(k_1)), \ldots, (k_l, \mu_A(k_l))) \text{ and } \mu_A(k_i) = 1$$

To calculate the vector of membership $M$, you can use the method of generalization. In our notation, it will look like this:
\[ \mu_A(k_i) = \max_{x' \in X^0_i} \mu_{X_i}(x, x') \]

Where \( \mu_{x_i}: (x, x') \rightarrow [0,1] \), is defined on the whole set \( X \) and can be calculated for each \( x' \in X^0_i \). The latter reflection is naturally called the function of belonging to the subsets \( X_i \).

In fact, with such a transformation of algorithm A, we replace the task of calculating numbers from K with a wider and more natural task of calculating the membership function for each number \( k_i \) from a fixed sequence K. Obviously, in this case, the result of algorithm A can be considered a fuzzy number, and the algorithm can be considered as a fuzzy algorithm\(^{21,22}\). In the transition to fuzzy algorithms, some natural basis for comparing them appears. This follows from the following definition.

Algorithm \( A_1 \) dominates \( A_2 \) \((A_1 \geq A_2)\), if
\[ \forall x \in X, \forall k_i \in K (\mu_{A_1}(k_i) \geq \mu_{A_2}(k_i)) \]

It should be noted that for the problem under consideration there are so-called canonical (universal) algorithms. If the information is specified in the rules, then this is the permission method. When precedents are used for this purpose, then this is a processing algorithm. If the canonical algorithm is designated as \( A_0 \), then in our notation the result of its work can be determined by the condition:

\[ \mu_{A_0}(k_i) = \begin{cases} \frac{1}{f} x \in X^0_i (P_i(x)=1) & 0, otherwise. \end{cases} \]

However, there are at least two drawbacks that limit the applicability of \( A_0 \). The function \( \mu_{A_0}: (x, x') \rightarrow [0,1] \) and the algorithm \( A_0 \) itself are not fuzzy. In addition, \( \mu_{A_0} \) may be undefined for predicate computing languages with 1 or higher order. Nevertheless, \( A_0 \) can be used for comparison with the developed algorithm A. At least, there is no doubt that the use of \( A_0 \) for solving the problem is legitimate and sufficient. Therefore, any proposed algorithm A should dominate \( A_0 \) and only in this case it has the right to exist. Of course, the algorithm may have other useful properties.

A general scheme for constructing such algorithms A was proposed in\(^{23,24}\) and it was shown that: Each algorithm A solves the problem posed and dominates the canonical algorithm \( A_0 \)^{25}.

Thus, there is the possibility of justifying fuzzy algorithms arising from the transition from deterministic to fuzzy processing of results.

So, at present there is the necessary set of methodological, mathematical and computer knowledge to successfully put into practice the formal methods of enterprise management.

### 4. Conclusion

The world community is experiencing an era of rapid development. There is a huge concentration of capital, the development of high-tech production, a massive transfer of people. In a short time, individual countries are moving from underdeveloped to highly developed. The world is saturated with huge amounts of information that is constantly increasing. To survive, people, companies, countries constantly make decisions based on various factors.

Decision making requires automation, but this cannot be done without a transition to the formal level, that is, formal methods are being introduced into weakly formalized, from the point of view of mathematics, spheres. The existing standard mathematical schemes are not suitable, new approaches and theories appear. We are moving from an understanding of the world, when decision-based statistics have been generated, to a world of uncertainty, when processes change rapidly and phenomena are not measured quantitatively. At the same time, we are witnessing the achievements of scientists in the development of new languages to describe reality, that is, fuzzy mathematics and success in artificial intelligence.

Advances in information and computer technology deserve special attention. In fact, the problem of creating a functional space for information was solved. Like airlines, the whole world is covered by an information and computer network. Existing technologies based on data and knowledge bases allow you to store and quickly process huge amounts of information. There is success in creating natural language interfaces. All these factors create good prerequisites for the realization of the creative potential of scientists who are able to solve their tasks.
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