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Abstract

Objectives: This research has been carried out to add interactivity and information transfer in digital format by adding 
technology in legacy paper based notice board system. Methods/Statistical Analysis: To achieve the above-mentioned  
objective, we have used Hand gesture recognition Technology. A Microsoft Kinect sensor is placed in front of the notice board 
to detect hand gestures which serves as the medium of interactivity. Through specified American Sign Language Number 
gestures user can make selections and interact with the system. For the detection of gestures Visual gesture Builder has been 
used which implements AdaBoost Trigger Algorithm. This framework uses Data Driven Machine Learning Algorithm to  
detect gestures. For the analysis, training and testing of the framework we have collected Gestures data for each predefined  
American Sign Language Number gestures from 0–9, from both Left and right hands, from 49 people. The machine learning  
algorithm was trained by 80% of the gesture data and was tested by rest 20% gestures. The approach got varying Confidence 
value (accuracy values) for each gesture depending on varying hand space, hand size, person’s height, clarity in gesture 
performance. The framework also tested based on both male and female candidates, the result for gender-based analysis 
is also formulated in graph. The confidence values vary from gesture to gesture for both male and female. Findings: The 
research come out with the results that this technique can be used to optimize and make static paper based notice boards 
system interactive. With this technique user is able to transfer the information or notice posted on the notice board to 
their digital platform by making selection and commanding using their hand gestures. This enabled the user to negotiate 
without changing the whole business model. Application/Improvements: This framework can be implemented on places 
where notice boards are used to deliver information to the users for example. Institutes, hospitals, stations etc. Using this 
system the user can easily interact with the notice boards and transfer information to their digital means.

Keywords: Hand Gesture Recognition, Static Hand gestures, Kinect, Notice boards, Information Displays, Human Computer 
Interaction, VGB, Machine learning.

1. Introduction
In this technological era, information is the most func-
tional and important aspect of businesses, commercial 
and individual use. Information display and transfer is an 
expensive process requires infrastructure and technologi-
cal means. Technically, Information is displayed via two 
mediums: Digital and Printed means.

Here our focus is on the legacy way of displaying 
information that is Paper/Poster based notice boards. 
This medium has been used since long. The problems in 
this type of system are: People try different ways to select 

and carry the information. For later use people either take 
pictures or write the information down on paper which is 
not an intuitive way of transferring the information and 
leads to erroneous and incomplete information.

1.1. Draw backs of Digital Signage System
The old-styled notice boards have now being replaced by 
digital screens at most of the places but not everywhere 
since digital screen is an expensive option and organiza-
tions like hospitals, universities, schools and public places 
where notices are posted for the audience might not 
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afford this option. Secondly, the digital system requires 
controller, media players (PC based or embedded), group 
of digital screens and Network1. Thirdly, the use of digi-
tal displays systems donates a plenty of amount of power 
consumption2 from about 1000 W for a 14 inch × 48 inch 
display which will multiply by the number of screens 
implemented3.

There are institutions that still work on printed ways 
of communication and notification instead of digital 
ways, so the use of digital screens will affect the business 
processes. There seems to be the need for the improvising 
such manual systems rather than replacing them com-
pletely with digital systems.

We’ve proposed a framework involving the use of 
Hand Gesture Recognition technology to solve the prob-
lems identified and targeted in this research. Hand Gesture 
recognition is mostly used to make it convenient to inter-
act with the digital devices. The peripheral devices like 
mouse, Keyboard have shown their limitations. Whereas, 
Hand gesture recognition provides effective and natural 
way of communication and interaction. It also fulfils the 
need of silent communication4.

To implement this natural communication, we have 
added Ms. Kinect sensor to detect the gestures performed 
by the user. Ms. Kinect sensor has a low resolution of 
640x480, and the hand occupies the little portion of the 
body, it is still very difficult to identify fingers motion and 
hands gesture5. This opened up a lot of challenges.

We believe that this paper is the first to address the 
issue of automating the Static Notice board System. Our 
discourse is backed by an extensive literature survey, anal-
ysis and experimental work.

2. Literature Survey
Hand Gesture Recognition technology has been used 
in a variety of areas to make it interactive, including 
Digital signage6. Sign Language recognition7 has been 
an active research area to use it as a means of commu-
nication.

Researchers have been working on the techniques to 
detect American Sign Language8. But the uniqueness of 
this research is that we are using American Sign Language 
(ASL) as a tool to manipulate a manual Paper based notice 
board system.

Microsoft Kinect has been used by various research-
ers to detect ASL because of various benefits like low cost, 
good performance in low light, and intuitiveness9.

In another research Kinect Depth mapping capabili-
ties are used for the recognition and verification of sign 
Language for deaf children to provide them a better way 
to play educational games10. In a research, the presenta-
tion system is made interactive by using Hand Gesture 
recognition technology. The presenter’s hand is local-
ized and the presentation works based on the commands 
given by Hand Gestures11.

In another research, an algorithm is proposed for off-
line gesture detection and recognition in lecture videos. 
They defined gestures for deliberate interaction between 
a User and the objects12.

The proposed research introduces a unique idea of 
automating the static notice boards by adding a depth 
sensor and gesture recognition algorithm and utilizing 
the ASL gesture as a tool of communication, instead of 
replacing them with digital screens. The benefits of using 
ASL is that it makes the user gestures independent of the 
background, other than that, it makes the notice board 
flexible to be organized in any possible way as well as por-
table.

3. Aim and Objectives
This research aims to develop a Hand Gesture Based 
solution in order to overcome the short comings of the 
Manual Paper based legacy information displays. The 
objectives of this research are,

1. To determine whether Hand Gestures can be helpful 
to make legacy System interactive.

2. To examine whether American Sign Language ges-
tures are suitable for this purpose.

3. To measure the accuracy of each Gesture by varying 
hand shapes left and right hand.

4. Proposed Framework
In our framework the idea is to use the Natural User 
Interface to offer interactivity and medium to provide 
input. First, we needed to make the computer understand 
about the user’s choice. Either we had to use any peripheral  
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device to make selection or any natural user interface. 
Most of the advanced innovation driven applications use 
gestures as input13. Gestures are the most natural way of 
communication.

For gesture recognition we have used a data driven 
Microsoft Kinect sensor and Machine Learning 
Algorithm: AdaBoost Trigger comes bundled up with 
Microsoft Kinect Sensor. The launch of Microsoft Kinect 
with its capability of depth sensing14, skeletal tracking, 
high performance, high resolution and cheap cost have 
open up the platform gesture detection easy to conquer8.

We have also defined Gestures for this purpose. In 
this system Gestures representing numbers from 
American Sign Language has been used. The user will 
interact with the device using American Sign Language. 
The American Sign Language contains static gestures 
for numbers 0 to 9 (see Figure 1). Every notice on the 
notice board will be given a number. The user needs to 
perform the ASL gesture for any number, depending 
upon which notice the user wants to select. The gestures 
representing digits 0 to 9 in American Sign Language 
are static gestures.

Figure 1. ASL Number gestures for the system.

The system includes following components:

1. Notice Board.
2. A depth Camera programmable for recognizing hand 

gestures, in this case Microsoft Kinect v1 is used.
3. A computer running the application for Hand Gesture 

Recognition and contains database.
4. Speakers.
5. System Feedback/Result (Optional)

The organization of the complete system can be seen 
in Figure 2 which is used for this research. The frame 
work is divided in to two parts: The User End and The 
Back End. The Notice board and Depth sensor is consid-
ered the Front end of the system, while a computer on 
which Hand Gesture Recognition algorithm and the 
application runs is considered the back end of the system. 
The user arrives at the notice board to retrieve any infor-
mation, and then performs the particular ASL number 
gesture in front of the sensor. Subsequently, the gesture 
algorithm that is continuously polling the sensor receives 
the gesture event, identifies the gesture and sends the 
notice information via Email to the user and the user will 
be informed by the voice command. If the user’s gesture 

doesn’t match with any predefined gesture then the user 
will be informed with voice command to perform the ges-
ture again (See Figure 3).

Figure 2. The System setup of the research.
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4.1. Assumptions
The notice board should have maximum 10 notices. 
Notices can be of any size and color. Notices can be placed 
anywhere but they must be labelled by numbers between 
0–9. Users can be of any height and wear any dressing. 
The User must be standing at any place within the range 
of Kinect sensor. Recommended distance between sensor 
and the user is 2 ft. The user must be facing the sen-
sor. Height of sensor from the ground is 2 ft. Distance 
between the sensor and Notice board is 6 ft.

4.2. User End
The front end of the system is where user interacts with 
the display by performing ASL gestures in order retrieve 
the information. This portion of structure comprises of 
the Notice board, Microsoft Kinect sensor and the user.

4.2.1. Notice Board
The notice board considered here is the usual notice 
board. The notice board does not require any special 
organization, rather in this research; our motive was to 

Figure 3. Workflow of the system.
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keep the notice board simple with no specific changes. 
Only two things are added, first, all the notices are tagged 
by a number and second, the hints for the gestures are 
posted so that the user can see and learn (See Figure 4).

4.2.2. The User
To interact with the notice board the user must be standing 
in the range of the camera and perform the defined gesture 
with any hand. The gesture should be clear and should be 
same as it is defined by the system (See Figure 5).

4.2.3. Microsoft Kinect Sensor for Xbox One
In the tech industry, for the development of IoT AR/VR 
there are various technologies that are available to use 
like HoloLens, but all these technologies are quite expen-
sive. In contrast, the Microsoft Kinect sensor is a cheaper 
technology, with most accessibility and contains depth 
camera to draw the picture of the surroundings for com-
puter to understand1. Microsoft Kinect uses data from 

many sensors it contains like RGB camera, and Infrared 
(IR) emitter, Multi-array microphone, 3 axis accelerom-
eter and Tilt motor and sends this data to local or remote 
computers1. Kinect sensor has facial recognition and 
voice recognition capabilities. In our system, we have 
used the Kinect’s depth sensing device and skeletal track-
ing capabilities to detect user and its gestures (See Figure 
6). The Kinect stays active and keeps polling for a body 
to be tracked and as soon as the body is detected, and 
the gesture is recognized, the sensor fires an event to the 
application program.

4.3. Back End
The gesture recognition technology is referred here as the 
back end of the System. The mechanism that is used in 
this research to detect and recognize the gestures is the 
AdaBoostTrigger Algorithm. It is a data-driven Machine 
Learning solution for the purpose of gesture recognition. 
This mechanism offers high accuracy for even very dif-
ficult gestures13.

4.3.1. Tools And Technology
4.3.1.1. Kinect Studio
Kinect Studio (KS) is a tool that is used to record and 
play back the color and depth data streams from Kinect 
sensor. This tool is used to read and write data streams 
to help create repeatable scenarios for testing, debugging 
functionality, and analyzing performance3.

The Kinect Studio requires sufficient computer 
resources for recording and playing back Kinect data. 
Data frames drop if the throughput of the data is not 
enough. The system should have plenty of space in hard 
drive, Fast CPU, extra RAM and run few other applica-
tions to get good performance while recording data2.

4.3.1.2. Visual Gesture Builder
Visual Gesture Builder (VGB) is a tool developed by 
Microsoft and comes bundled up with Microsoft Kinect 
for Windows SDK 2.0. This tool incorporates within itself 

Figure 5. User performing gesture in front of the sensor.

Figure 4. The Notice board organization used in this 
research.

Figure 6. Microsoft Kinect Sensor for Xbox One.
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the algorithms and mechanism for data-driven machine 
learning solution for gesture recognition. The algorithm 
for gesture recognition needs to work for a variety of 
people with various physical characteristics in diverse 
environments like changes in lightning, physical data, 
heights and angles of sensor. To handle all these factors 
and environmental characteristics, the code becomes 
very much complex as more and more code is being 
added13. VGB simplifies this task and let the developers to 
work creatively and raise the quality of their applications 
with reduced latency and better gesture recognition13. 
Microsoft Kinect has been used in various researches to 
detect gestures using depth sensors7, 15-20.

4.3.1.3. Machine learning technologies
There are numerous technologies in VGB to comprehend 
gestures13. All these technologies are combined into two 
groups: Discrete and Continuous.

Since in this research, static gestures are used there-
fore discrete indicators will be used for gesture detection. 
The discrete indicator of VGB i.e. AdaBoost Trigger 
determines following:

a) If the Person is performing a gesture or not.
b) Confidence value of the system in that gesture.

The AdaBoost Trigger is a detection technology that 
produces a binary or discrete result. During training 
time it accepts input tags which mark the occurrence of a  
gesture.

4.3.2. Methodology
VGB uses the clips recorded by Kinect studio. In the clips, 
the gestures are recorded by the people in raw format then 
converted using Kinect for windows SDK 2.0 tool. Later 
on, from the clips, all the frames that have the intended 

Figure 7. Backend Methodology of the architecture.
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gestures are identified and then tagged or given label as 
positive or negative using Kinect VGB. Tagging is the 
process of identifying gesture frames in the clips. The 
machine learning algorithm builds a gesture database that 
can be run as gesture detector at runtime (See Figure 7).  
Two projects are created for this research. 1) Building/
Training the gestures, 2) Analyzing/Testing the gestures.

4.3.3. Training Gestures
The clips used to build the database used as the train-
ing data are added in build project. The number of clips 
required to train varies from gesture to gesture, like if ges-
ture requires hundreds of clips the other clip may require 
thousands of clip to train13.

Training data should contain all the gestures that are 
defined for the system and should be recorded with all the 
considered factors for example: light, clothing, environ-
ment, background, people classification, tilt angles etc. 
Training gesture could take a lot of time13 as it did in our 
research and the clips also occupy a lot of space. In our 
case the number of 840 clips each of 5 seconds occupied 
53 GB of memory space.

4.3.4. Building And Analyzing Gestures
For testing and analyzing the gestures there are two ways, 
either use live preview or add test clips in the project. In 
live preview, user can directly perform gestures at run-
time and measure confidence value. In the second case, 
clips are recorded for testing purpose involving various 
considered factors and are added in Analyze Project. The 

Analyze Project runs against the Build Project and the 
algorithm at the back end recognizes the gestures from 
it. Finally, it measures the confidence for each gesture. A 
very detailed log is also generated in the log tabs where 
all the classifiers and parameters are displayed that were 
generated during the project build.

5. Results and Discussion
The system under consideration is tested by the gestures col-
lected from 49 people. The people were 99% students. Out 
of them 33 were male and 16 were female. The gestures for 
all 0–9 ASL gestures were collected for both left and right 
hands from each person. 80% of the gestures were used to 
train the database and 20% of the gestures were used to test 
the trained data set in order to find if the gestures have been 
detected or not and by what confidence value. Each recorded 
clip was of length 5 seconds. The confidence value varied 
based on factors like hand space, hand size, person’s height, 
clarity in gesture performance. Figure 8 shows the confi-
dence values of the set of testing data runs against the set of 
training data for both left and right hand. It can be seen that 
gestures which are clearer in terms of palm exposure and 
thumb joint have high confidence values for both hands. 
For example: 3, 4 5, 7, 8 & 9. In these gestures the palm and 
thumb is quite visible. The gestures which are complex in 
terms of clarity of the palm and thumb have low confidence 
values. For Example: 1 and 2. In these gestures only one or 
two fingers are quite visible and rest of the palm is not which 
seems to affect the detection of the hand or gesture.

Figure 8. The average values of the Confidence values for each gesture performed by Left and Right hand.
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5.1. Gender Based Study
We have also done the study based on gender to find out 
the confidence values for males and female gestures. Since 
the characteristics of hands of male and female are different. 
Usually the hands of female are smaller and less wide but the 
hands of men are wider. Hence, the results vary due to the 
shape of the hand, depending on the clarity of the performed 
gestures. We compared the gesture data of both Right and 
Left hands of 4 male and 4 females. Each clip comprises of 
5 seconds length. The confidence values for all the gestures 
were calculated and represented in the form of graph for 
each gesture (See Figures 9-10). The confidence values vary 
based on gesture complexity against the variation in hand 
shape. It has been concluded from this gender based study 
that using machine learning algorithm the results detection 

of hand and recognition of gestures may vary based on gen-
der depending on the complexity of the gesture and palm 
exposure. The Training database should be rich enough to 
train the algorithm for more complex gestures.

6. Survey
During the process of System testing, 49 users tested the 
system by performing all 0–9 gestures from both the hands. 
After the testing process a survey was conducted to record 
their feedback regarding the system. The survey was con-
ducted to find out the general understanding of the people 
about the system, usability and the easiness to perform and 
remember the gestures to interact with the notice boards. 
The survey paper consists of following questions:

Figure 10. The average values of the Confidence values for each gesture of Left hand based on genders.

Figure 9. The average values of the Confidence values for each gesture of Left hand based on genders.
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1. How much easy it is to learn ASL gestures?
2. How likely it is to remember ASL gestures?
3. For How Long the gestures can be remembered? (very 

short time period, short time period, long
4. How difficult it is to perform ASL gestures?
5. How much useful it is to embed gesture technology 

with displays?

The results for the above given questions are given in  
Table 1. People were given options from ‘very easy’ to ’very 
difficult’ to select the option best suited for them. This sur-
vey was performed by all the people who tested the system. 
Almost 48.91% of the students found it very easy to learn 
ASL gestures. And rest of the student found it easy, not any of 
the users found it difficult to learn ASL gestures. 32.6% of the 
user said it is very easy to remember the gestures where as 
other 67.4% said it is easy to remember the gestures. 44.89% 
of the people said they can remember the gestures for short 
time period and 38.77% of user said they can remember 
it for long time period. Few user said they can remember 
for very short time period, i.e., 6.12% and few said they can 
remember for very long time period, i.e. 10.22%. 4.09% of 
user found it difficult to perform the ASL gestures rest found 
them either very easy (36.73%) or easy (59.18%). All of the 
users have opinion that the idea is very useful (55.10%) or 
useful (44.9) none said that it a useless system (See Table 1).

Table 1. Result of the Survey

How much easy 
it is to learn ASL 
gestures?

Very 
easy
48.91%

Easy
51.09%

Difficult
0%

Very 
difficult
0%

How likely it is 
to remember 
ASL gestures?

Very 
easy
32.6%

Easy
67.4%

Difficult
0%

Very 
difficult
0%

For How Long 
the gestures can 
be remembered?

Very 
short 
time 
period
6.12%

Short 
time 
period
44.89%

Very 
long 
time 
period
38.77%

Long 
time 
period
10.22%

How difficult 
it is to perform 
ASL gestures?

Very 
easy
36.73%

Easy
59.18%

Difficult
4.09%

Very 
difficult
0%

How much 
useful it is to 
embed gesture 
technology with 
notice boards?

Very 
Useful
55.10%

Useful
44.9%

Useless
0%

7. Conclusion
This research aimed to make the static notice boards 
interactive so that a user could make choices and could 
transfer information from those paper based notice 
boards into their digital devices. With the framework 
proposed in this research, this objective is achieved with 
greater accuracy. The frame work showed promising 
results with varying hand shapes and notice board orga-
nizations. The results were satisfactory with up to 90% 
accuracy and confidence. This system cost lesser than 
digital solutions. Using this approach, the customers do 
not need to change the business processes.

8. Future Works
We are looking forward to improvise the gestures from 
being limited to American Sign Language only and go 
beyond 10 notices only. In future, we are going to analyze 
the system based on many other parameters and factors 
in addition to make this system easier to learn and use.
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