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Abstract
Background/Objectives: The implementation of regression and correlation analysis as a tool for the modeling of indus-
trial-scale milling processes, as a base for optimization processes that allow establishing a production regime with the 
highest consumption rate and therefore, a better process performance. Methods: Using the multivariate regression meth-
ods, a mathematical model to establish a correlation between the consumption rate and the factors that influence it was 
developed; in this process, a series of statistical analysis was developed to select the factors that generate an effect on the 
behavior of the consumption rate, at the same time, to determinate the best fit for the experimental data measured, using 
a statistical tool for the operations required. Findings: From the obtained results, it is shown that from the set of initial 
variables studied, only two (the humidity and the production), have a degree of correlation enough to be taken in account 
into post-processing operations; besides, it was found that the behavior of the consumption rate can be approximated as a 
linear combination of the relevant factors, with a better accuracy when compared to more complex fits, which in turn gen-
erates a model easy to handle in optimization processes Application: To develop a tool for the prediction of the behavior 
of consumption rate in milling processes, which will be used for the establishment of a more efficient production regime, 
where a better planification yields a lower energy consumption, with the same production level.
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1. Introduction
Milling processes are defined as those that involve break-
ing down, separating, sizing, or classifying aggregate 
material; these actions are done for 1. To increase the 
surface area of a solid, 2. To manufacture of a solid with 
a desired grain size and 3. To do pulping of resources1. 
Though the milling processes are present in a wide vari-
ety of engineering applications, the economic activity 
that uses these to their full extent, is the construction; 
actually, concrete (a composite material composed of 
fine and coarse aggregate bonded together with a fluid 
cement paste that hardens over time) is the preferred 
choice in the construction of buildings and houses, due 
to its low cost and high resistance to environmental 
factors (as the rain and dust). As a result, the milling 

process is now part of huge industrial complexes that 
devote specifically to the fabrication and processing of 
concrete.

However, with the apparition of standards that 
regulate the energetic and environmental issues associ-
ated with production (such as ISO standards), the latter 
has become a variable of special care into the industrial 
processes. Therefore, a huge quantity of studies was 
developed in recent years, with the sole purpose of mod-
eling the influence of operational variables on the process 
efficiency, to find the most efficient combination of 
these variables and improve the overall performance1–4. 
However, this raises the following question: Which is the 
best way to model the efficiency? If a simple and robust 
mathematical model is required to predict it, then a linear 
or quasi-lineal model based in a low quantity of indepen-
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dent variables would be the best option, though it could 
be not able to accurately predict the efficiency5. 

Regarding the said issue, modern statistics allows 
to evaluate the degree of approximation between a cer-
tain model and the experimental data used to estimate 
it; in other words, these statistical methods measure 
how good is the fit of the model. One of these meth-
ods and also a common term in scientific research is the 
Regression Analysis; this is a statistical methodology 
that encloses proceedings related to study and quantify 
the relationship between a certain set of variables and an 
output, being the efficiency in this case. Due to this, the 
Regression Analysis is widely used to study the behav-
ior of a system modeled by using experimental data and 
to determine points of interest inside the model, even 
if very little information about the system is known6–12. 
Besides these facts, a strong point of this method is that 
the final results, consists of a mathematical model for 
the studied system, with coefficients for the involved 
variables, which are calculated through linear regres-
sion methods in order to reduce to a minimal value the 
difference between the experimental data and the pre-
dicted values of the model.

In this article, a methodology based in the Regression 
Analysis is used to develop a model that allows predict-
ing efficiency parameters, particularly consumption rate 
of an industrial-level milling process, from experimen-
tal data, processed through a statistical package, such as 
Minitab, due to the number of operations required to do 
this process; many of these operations are comprised of 
a series of intermediate statistical processes used to sort 
and discard non-relevant variables and to obtain a robust 
model that can predict accurately the consumption rate 
and at the same time, a model easy to handle in future 
optimization processes.

2. Methodology

2.1 Purpose and Description of the Study
The main purpose of the present study is to formu-
late a mathematical model that allows predicting the 
behavior of a performance parameter, such as the 
consumption rate (a widely used energetic indicator), 
when any of the variables that comprise the model is 
changed13. To do so, a set of experimental data was 
measured in an industrial-grade mill available in a 
factory that elaborates concrete for the construction 

sector. This set contains the data related to the vari-
ables taken into account, which were the humidity of 
the raw material, the production volume and the non-
used hours of work, measured along the first half of 
the current year (2018). These variables were used into 
a regression analysis, to statistically define their rel-
evance and to quantify the numerical terms involved 
into the model, accompanying these variables, as well 
to validate the results given by the modeled consump-
tion rate, when compared with the experimental data. 
As these operations require the application of some 
statistical concepts and operations that would rep-
resent huge time consumption if these were done by 
hand, software package Minitab was used as a tool for 
the statistical operations needed.

2.2 Fundamental Theory and Equations
To improve the efficiency and performance of industrial 
processes, it is necessary to establish a fundamental equa-
tion that allows correlating an output of interest and the 
factors that influence it. Using the variables (or factors) 
x1, x2,…, xn and the output y, a process can be described 
or modeled as shown in the Equation 1:

 y f x x xn= …( )1 2, , ,  (1)

Where is stated that these variables would affect the 
desired output5,13. However, Equation 1 cannot be used in 
practical applications (it is only a mathematical formula-
tion). To worsen things, many processes are dependent 
on a huge number of factors, which makes process mod-
eling a hard operation. Given this, two issues have to be 
solved: The first is related to the possibility to reduce the 
Equation 1 into another with less independent variables, 
such as Equation 2: 

 y f x x= ( , )1 2  (2)

Where only the influent factors remain in the equa-
tion; in the other hand, the second issue deals with the 
adequate mathematical expression for Equation 2, as 
there are some cases when a linear combination of vari-
ables, is not enough to accurately fit the model to the 
experimental data. Fortunately, actual statistics allow 
solving these two issues through the application of the 
correlation and regression analyses, respectively. In the 
correlation analysis, a sample data is evaluated in order 
to verify (using a hypothesis test) the existence of an 
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association, commonly linear between two quantitative 
variables13; that is to say, to test the null hypothesis that 
there is no association between an independent variable x 
and the dependent (output) variable y, assuming that the 
data follows a normal distribution of probability (which 
is easily verified using a normality test). This relationship 
is validated through the estimation of the Pearson coef-
ficient of correlation (r), which measures the degree and 
direction of this relationship and it is calculated by the 
Equation 3:

 
( )

r
x y n x y
n
i i

x y

=
−∑
σ σ

 (3)

Where xi and yi denote each individual value of the 
variables and y respectively; in the other hand, x and y are 
the mean of each set of values, and σ σx y,  are the standard 
deviation of the x and y values. Besides that, given that 
correlation analysis is an type of hypothesis test, a statistic 
value F is calculated for each variable, which is com-
pared with Fisher’s probability distribution F to obtain 
the so-called P-value, which defines a variable studied as 
statistically relevant or not (for a given reliability, usu-
ally 95%) by comparing with the critical P-value, as in the 
Equation 4:

 �P F P Fdata critical( ) ≤ ( )  (4)

Where the critical P-value is defined by the specified 
reliability of the analysis5.

While correlation analysis allows discarding unused 
variables from the modeling, the regression adjusts the 
predicted values to a model that expresses the response 
as a function of the remaining variables and their interac-
tion; in its most basic form (a linear expression), when 
applied to two factors x1 and x2, it is obtained the model 
from the Equation 5:

 y x x x x= + + +α α α α0 1 1 2 2 3 1 2  (5)

Where coefficients α is called regression coef-
ficients, which are commonly determined through 
advanced mathematical methods, such as least squares5. 
In addition to these coefficients, the regression analy-
sis results in the value R2, which is interpreted in 
general terms as the proportion of the variability in 
the data “explained” by the model obtained (that is, 
the closeness of the model to the data obtained), whose 
value ranges between 0 and 1, with 1 is a perfect fit to 

the data. Finally, the accuracy of the model developed 
can be calculated through the residuals, defined as the 
difference between the values   measured and those pre-
dicted by the model, as shown in Equation 6:

 e y yResidual real model�� = −  (6)

3. Result and Discussion
As said before, the main objective of the study was to 
develop a model able to predict the behavior of the 
consumption rate in a milling process, using as input 
some variables measured directly from the process; to 
do so, a series of statistical tools were applied in order 
to isolate the variables that have a statistically signifi-
cative influence over the studied output. Therefore, 
the results can be divided according to the statisti-
cal and mathematical tools used in each step, which 
end in the definition and validation of the model  
developed.

3.1  Correlation Study for the Process 
Variables

As a first step in the process, a correlation study was 
done to all three independent variables (humidity, 
production volume and non-used hours of work) 
with respect to the consumption rate, to verify their 
degree of influence over the latter; Figures 1 to 3 show 
in a graphical form the results of the study. From 
these, it can be seen the responses in each case dif-
fer between each other: The humidity relates with 
the consumption rate in a linear form with a positive 
slope (a directly proportional relation), while the pro-
duction relates using a negative slope (an inversely 
proportional relation). However, this is not the case 

Figure 1. Scatter plot of consumption rate versus humidity.
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for the non-used hours of work: as shown in Figure 3,  
the values have a high dispersion and cannot be cor-
related with the consumption rate. Therefore no 
relationship can be found between these variables. To 
reassure this finding, Table 1 shows the values of the 
Pearson correlation coefficient for all three variables, 

together with their P-value; by comparison with the 
critical value (0.05), it is verified that from these vari-
ables, only two, the production and the humidity, 
exert a significative influence over the consumption 
rate, and therefore the non-used time can be dis-
carded from the analysis13.

Figure 2. Scatter plot of consumption rate versus 
production.

Figure 3. Scatter plot of consumption rate versus non-
used time.

Table 1. Results of the correlation analysis done in Minitab

Variable Humidity Production Non-used time

Production
Pearson’s r -0.988 - -
P-value 0.000 - -

Non-used time
Pearson’s r -0.223 0.240 -
P-value 0.671 0.647 -

Consumption rate
Pearson’s r 0.993 -0.998 -0.291
P-value 0.000 0.000 0.575

3.2 Regression Model and Validation
Once the relevant variables were selected (Humidity and 
Production volume), the next step involved the elabora-
tion of the regression model; however, from Figures 1 
and 2, some characteristics of the model can be guessed. 
From these figures, it is shown that the consumption 
rate presents a linear behavior concerning each vari-
able; therefore, initial guessing for the regression model 
would be a linear combination of each factor. With this 
in mind, an initial linear formulation was introduced to 
the software, and the results show that the experimental 
data can be fitted to the expression of the form shown 
in Equation 7:

CR Humidity Production= + [ ]+17 05 24 4 0 000116. . . [ ]    (7)

With an R2 coefficient of 98.87%, which represents 
a good fit; a plot of the behavior of consumption rate 
calculated by Equation 6, is shown in Figure 4. Finally, 
two things need to be verified: The accuracy of the 
developed model and the initial assumption on the 
correlation analysis (the fact that the data must follow 
a normal probability distribution). For the first issue, 
Figure 5 shows the residuals calculated at the experi-
mental points, which in the worst case, does not even 
exceed the 1% and it goes in concordance with the R2 

coefficient. For the second issue, a normality test was 
done to the values of the consumption rate; as shown 
in Figure 6, the measured data has a normal behavior, 
which validates the application of the correlation analy-
sis and therefore, the developed model.
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4. Conclusions
From the present study, it can be concluded that the 
application of statistical methods constitute a powerful 
tool in the study and modeling of industrial processes, 
especially those where it would be normally difficult to 
establish a mathematical analysis that involves all the 
variables implicated within the process; this kind of situ-
ations, many times end in a waste of time and resources, 
as some of the variables involved in a process, do not 
have an appreciable influence over a specific factor. In the 
studied case, the correlation analysis made evident that 
non-used time does not influence the efficiency indica-
tor and therefore can be neglected without an appreciable 
loss of accuracy and at the same time it allowed to predict 
(up to some extent) the behavior of the model, based on 
the individual study of the interaction between each vari-
able and the output; therefore, it can be used to obtain 
hints about the mathematical model to use in regression 
analyses and as a tool to simplify said model by discard-
ing variables unused properly during the modelling 
phase. Finally, the regression analysis allowed establish-
ing a mathematical formulation of the influence exerted 
by the studied variables on the efficiency indicator (the 
consumption rate). As the residuals generated from the 
model showed an accuracy error lower than 1% with 
respect to the experimental data, it is verified the use-
fulness of these statistical methods (and the statistical 
software packages), as a solution to model (and by exten-
sion, optimize) industrial processes using experimental 
data as their starting point.
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