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Abstract

Objectives: Alzheimer's Disease (AD) is a chronic disease that eventually leads to death. Early diagnosis is expected to 
improve the patient survival. Evidence from literature indicates that best combination of biomarkers can help in early 
diagnosis. Feature selection techniques are proven as a workhorse in biomarker selection. This work aims to contrib-
ute a new hybrid feature selection framework based on ensemble learning for biomarker identification with an objective 
to improve the robustness of the final set of selected biomarkers. Methods and Analysis: The proposed framework em-
ploys Significance Analysis of Microarray (SAM) filter to initially select most relevant biomarkers. Then, the selected 
biomarkers are reselected in wrapper phase using heterogeneous voting based ensemble of classifiers to enhance the 
robustness of the final set of selected biomarkers. An extensive experiment was conducted to demonstrate the effec-
tiveness of the proposed framework against the individual base learner in term of sensitivity and specificity. Finally, the 
statistical significance of the selected biomarkers was also verified by ANOVA test. Findings: The reported experimen-
tal results demonstrated improvement in AD diagnosis accuracy and proved the potential of the proposed framework 
in selecting the stable set of biomarkers for early AD diagnosis alternative to its base learners. The diagnosis accuracy 
level obtained by the identified set of biomarkers is over 87%. The higher area under ROC curve revealed the advantage 
of the identified biomarkers in discriminating AD patients from healthy control diagnosis with sensitivity and speci-
ficity of 93%. The p-value of ANOVA test results confirmed the significance of the identified biomarkers in early AD 
diagnosis. Overall, the identified robust set of biomarkers is expected to open a new pathway for early AD diagnosis. 
Improvements: Although clinical studies are needed to conform the findings, in the light of the results reported in this 
paper, it is evident that the proposed framework stands out to find the significant biomarkers for early AD diagnosis.  

*Author for correspondence

1. Introduction
Alzheimer’s Disease (AD) is a chronic neurodegenerative 
disorder and the leading cause of dementia worldwide 
amongst elderly population1. It is characterized by pro-
gressive and irreversible loss of memory damage, resulting 
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in cognitive impairment and eventually to death. In 2016, 
it is reported that over 47 million adults are diagnosed 
with dementia worldwide and is likely to double every 20 
years and reach 131 million by 20502. The rising incidence 
of AD is mainly because of no approved pharmacological 
treatment and diagnosis in the advanced stages to derive 
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clinical benefit from treatment. Growing evidence has 
illustrated that early diagnosis of AD can maximize the 
effectiveness of the treatment benefits. Therefore, there is 
critical need on detecting AD as early as possible poten-
tially in its most reversible stage. 

Recent literature studies have confirmed that bio-
marker assessment enhances the accuracy of early AD 
diagnosis than traditional clinical assessment3–5. On this 
basis, many efforts are devoted worldwide to investigate 
effective biomarkers in biological fluids that can improve 
the diagnostic confidence of early diagnosis of AD and 
can be implemented widely. Despite  of best efforts and 
increasing rates of publications on biomarkers, the iden-
tification of reliable  biomarkers  for  Alzheimer’s  Disease 
(AD)  still remains challenging task and needs further 
investigation. Fortunately, it has been observed from the 
literature of last decade that feature selection techniques 
are used as workhorse in biomarker discovery with vary-
ing degrees of success6,7. In line to this, scientific research 
community is very active in responding to the above-
mentioned challenge by designing feature selection 
methods for identifying early predictive biomarkers and 
creates great impact in improving treatment. 

This research aims to respond the above challenge 
contributing a  new feature selection framework for 
identifying stable biomarkers and optimizing the early 
diagnosis of AD. The approach is based on hybrid filter-
wrapper approach. The filter phase employs SAM filter to 
reduce the search space and time complexity of the subse-
quent phase. In wrapper phase, ensembles of classifiers are 
utilized to increase the selected biomarker reproducibility 
and thereby enhance the accuracy of early AD diagno-
sis. The final set of biomarkers selected by the proposed 
framework is evaluated using the state of art classifiers 
such as SVM, K-Nearest Neighbhor (KNN) and Logistic 
regression classifier in term of four popular evaluation 
metrics namely, accuracy, and sensitivity, specificity and 
Receiver Operator Characteristic (ROC) value.

The main contribution of this study can be summa-
rized as follows: 

•	 For first time, the proposed feature selection 
method employs ensemble of classifiers in hybrid 
framework for AD biomarker identification to 
find more stable set of AD biomarkers. 

•	 The proposed framework is expected to identify 
the more stable set of biomarkers for discriminat-
ing AD subjects in its early stage and enhance the 
treatment benefits.

2.  Hybrid Feature Selection 
Framework 

The working procedure of general hybrid feature selection 
framework is summarized in algorithm-1. The frame-
work comprises two stages working sequentially. In the 
initial stage, filter is used to select the most relevant fea-
tures based on its ability to discriminate between different 
target classes and reduce the search space for subsequent 
tasks. The next stage, called wrapper is based on two 
components namely, search algorithm and evaluation 
algorithm (classifier). The search algorithm is responsible 
for finding the most promising subset of features from 
feature space for evaluation. The evaluation algorithm 
assesses the goodness of feature subset identified by the 
search algorithm so as to discover the optimum subset 
that gives the best accuracy8. Therein this stage is also 
known as fine-tuning stage. 

Algorithm 1: Hybrid Feature Selection

Input  : Training dataset 
Output : Subset Features that 

Filter phase 

a) Calculate score for all attributes applying ranking 
method. 

b) Rank the features based on calculated score from 
the highest to the lowest.

c) Select top n ranking features from the list.
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Wrapper Phase 

a) Initialize this phase with above selected n features 
b) Repeat 

i. Apply search algorithm for feature subset 
selection 

ii. Evaluate the selected feature subset for its 
classification accuracy 

c) Until termination criteria.

3.  Proposed Hybrid Feature 
Selection Framework

The proposed hybrid feature selection framework is based 
on ensemble paradigm to identify the most stable predic-
tive biomarkers for early AD diagnosis. It comprises two 
essential parts and this is illustrated in algorithm-2. Each 
these parts are briefed in the following subsection, 

3.1 Filter Phase 
The objective of this phase is to remove the most redun-
dant and irrelevant features and identify a subset of 
features that best characterize the statistical significance 
of the target class for the given sample during classifi-
cation task8. In this context, SAM is used in the present 
work based on its performance reported in the previous 
literature9. To our knowledge, it is the first time that the 
SAM is used for ranking AD biomarker and filter the 
most significant biomarker for AD classification. Authors 
in10 proposed SAM in 2001 to deal with problem of small 
variances in small sample sizes by adding a small “fudge 
factor” to the denominator of the test statistic10. This fudge 
factor is calculated as given below from the distribution of 
feature-specific standard errors.

   (1)

  (2)

  
 

 

 

 

 

 

 
 

 

 

 

 

Algorithm 2: Hybrid Feature Selection

Input : AD Training dataset.
Output : Best combination of AD Biomarkers (AD
Biomarker subset).

Filter phase

a) Calculate  statistical  score  for  all  Biomarkers
applying SAM given in equation ().

b) Rank  the  Biomarker  based  on  calculated  score
from the highest to the lowest.

c) Select top 25 ranking Biomarker from the list.

Wrapper Phase

a) Initialize  this  phase  with  above  selected  25
Biomarkers.

b) Ensemble Model is created using KNN, SVM and
Logistic regression classifiers.

c) Repeat.
i. Apply  greedy  search  algorithm  for

Biomarker subset selection.
ii. Train the above created ensemble classifier

with the selected Biomarker subset.
iii. Biomarker  subset  evaluation  is  performed

based  on  classification  accuracy  using  the 
created  ensemble  classifier.  In  this  step, 
10-fold  cross  validation  and  classification 
accuracy.

d) Until termination criteria.

3.2 Wrapper Phase
As  pointed  out  in  literature,  the  reproducibility  of  bio- 
marker  is  key  requirement  for  its  application  in  clinical 
practice6,11. The reproducibility of biomarker is interpreted 
as  its  stability  to  demonstrate  good  performance  across 
diversified  situations/subjects.  Numerous  studies  have 
confirmed  that  ensemble  approaches  can  help  increase 
the  accuracy  and  stability  of  the  selection  results11,12.  In 
this  context, this  phase  employs  ensemble  of  heteroge- 
neous classifiers within wrapper to exploit the strengths
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of each classifier and obtain not only enhanced perfor-
mance by their combination in classification accuracy but 
also in robustness of the final set of selected features.

The important success factor in the design of an 
ensemble relies on its member component diversity at 
the same time this diversity should not diminish its accu-
racy. Bearing this in mind, this work introduces as base 
learners’ three classical classifiers namely SVM, Logistic 
Regression (LR) and K-Nearest Neighbor (KNN) for 
ensemble learning in wrappers considering their superior 
performance in previous literatures in achieving a good 
balance between accuracy and efficiency for feature selec-
tion13–15. The diversity here comes from their ability to 
learn from given training set as well their ability to dis-
criminate the unknown new sample. 

Once the classifier ensemble is constructed, a suitable 
aggregation function is required to combine the results 
of base classifiers and form the final ensemble decision. 
In this work, Majority voting is applied. This strategy 
involves finding the votes of each classifier for a class and 
then the class with the maximum vote is considered as 
the final result. The chance for majority voting to give 
wrong results is possible only if more than half of the base 
classifiers are with wrong results16. Encouraged by this 
capability of majority voting as well its performance in 
previous experimental studies, it was considered in the 
present work.

4. Experimental Setup
This section describes experimental setup used to evalu-
ate the performance of the proposed framework. First 

subsection deliberates the AD datasets used in all of our 
experiments. Subsequently, the parameter settings for the 
base classifiers used in our framework is presented. 

4.1 Data Source
AD dataset chosen to evaluate our framework was 
obtained from Kaggle at https://www.kaggle.com. The 
clinical dataset used in the experiments include 333 sub-
jects. Out of which 91 subjects are mild cognitive impaired 
(AD subjects) and 242 are healthy control. Data collected 
from each subject consisted 128 CSF biomarkers measur-
ing variety of cytokines, chemokines, metabolic markers, 
growth factors and other markers alongside demographic 
parameters namely gender and age17. 

4.2 Data Cross Validation
To avoid over-fitting as well to improve the robustness 
of the results obtained, this work applies 5-fold Cross 
Validation (CV) approach to partition the original data-
set into 5 folds evenly of equal size18. Of 5-folds, 4 folds 
are used for training our framework and one fold is held 
for testing.

4.3  Parameter Settings for Classifiers
As demonstrated in several literature results, the accuracy 
of a classifier solely relies on parameter settings for a given 
dataset. Therein, the main objective of our experimental 
study was to build a unique model in which parameters 
are fine tuned for all classifiers to achieve the best results 
across all datasets. In achieving this objective, the param-
eter setting for the base classifiers were found on trial and 

Base 
Classifier Parameter Setting

K-NN Euclidean distance with linear search was employed with K = 7

Logistic Conjugate gradient descent is applied with ridge = 1.0 E-7

SVM C-SVC was employed with linear Kernel, gamma = 5 and cost error = 3 

Table 1. Parameter settings for the ensemble classifiers in our proposed framework
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error basis with 10-fold cross validation and is listed in 
Table 1.

4.4 Performance Metrics 
In all the above designed experiments, the final set of 
biomarker identified by the proposed framework was 
assessed for its quality using individual base classifiers 
and designed ensemble classifier against three perfor-
mance metrics which are computed as below19,20.

 

      (3)

 (4)

 (5)

5.  Results and Discussion
The experiments carried out to demonstrate the efficiency 
of our framework and the results obtained are summa-
rized in this section. 

5.1  Performance Analysis with Different 
Ranking Filters

In this experimental study, the impact of different filtering 
methods in selecting the most promising biomarkers that 
can best discriminate the target classes eliminating the 
irrelevant one is analyzed. For this preliminary screening, 
the number of candidate biomarkers was set to 25. These 

Ranking Methods Feature Set

Chi-Square 

Tau, Ab_42, GRO_alpha, MMP10, B_Lymphocyte_Chemoattractant_BL, 
Eotaxin_3, p_tau, PAI_1, FAS, TRAIL_R3, Pancreatic_polypeptide, NT_proBNP, 
MMP7, Genotype, age, IGF_BP_2, MIF, MIP_1alpha, Gamma_Interferon_induced_
Monokin, Creatine_Kinase_MB

Information Gain

tau, Ab_42, B_Lymphocyte_Chemoattractant_BL, GRO_alpha, p_tau
MMP10, Eotaxin_3, PAI_1, MMP7, TRAIL_R3, Pancreatic_polypeptide,
Creatine_Kinase_MB, Gamma_Interferon_induced_Monokin, age, Genotype, MIF, 
FAS, NT_proBNP

SAM

Apolipoprotein_D, IL_7, IL_8, Ab_42, tau, GRO_alpha, FAS, PAI_1, Eotaxin_3, 
B_Lymphocyte_Chemoattractant_BL, MMP10, p_tau, TRAIL_R3, NT_proBNP, 
Pancreatic_polypeptide, TNF_RII, MMP7, Genotype, IGF_BP_2, Fatty_Acid_
Binding_Protein

Correlation

tau, Ab_42, p_tau, GRO_alpha, MMP10, TRAIL_R3, PAI_1, Pancreatic_polypeptide, 
NT_proBNP, FAS, MIF, Fibrinogen, MMP7, Gamma_Interferon_induced_Monokin, 
Eotaxin_3, IGF_BP_2, age, Thymus_Expressed_Chemokine_TECK, Resistin, TNF_
RII

Table 2. Biomarker subset selected by different ranking filter
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25 biomarkers were then fed into the wrapper phase to 
select the optimal set of biomarkers while maintaining 
the highest accuracy. The top 25 features selected by dif-
ferent ranking methods such as chi-square, information 
gain, SAM and correlation are tabulated in Table 2.

For the sake of comparison, Table 3 depicts the classi-
fication accuracy of the designed ensemble classifiers and 
the individual base classifiers SVM, Logistic, KNN and 
K-Nearest Neighbor without feature selection in column 
2 and with features selection by chi-square, Information 
Gain (IG), SAM and correlation in column 3-5 respec-
tively. Comparing these results, it is apparent that the 

SAM filter outperforms its counterparts and proves to be 
the best filter method for AD dataset.

5.2  Performance Analysis with Different 
Search Methods

In this experimental study, the impact of different search 
algorithms along with the designed ensemble of classifier 
within wrapper phase is analyzed for finding the most 
promising subset of biomarkers. For this feature rese-
lection process, the top 25 biomarkers selected by SAM 
filter were fed into the wrapper phase and the results of 
feature reselection are tabulated in column-1 of Table 4. 

Classifiers Without 
filters Chi-square IG SAM Correlation

SVM 82.5% 82% 81.6% 82% 83%

Logistic 80% 82.2% 81% 83.4% 81%

K-NN 77% 78% 80% 82.5% 80

Designed Ensemble 
Classifier 84% 82.5% 82% 84% 83

Table 3. Performance analysis of our proposed framework with different ranking filters

Search 
Method # Feature selected SVM Logistic K-NN ensemble Run Time (s) 

Greedy 
stepwise 

 6 Features 
{ 3,6,8,15,21,23} 85.8% 84.6% 82% 86.7 1.2

PSO 
11 Features 

{1,3,4,6,7,11,15,17, 
21,22,23 } 

84.6 85.8 84 86 2.6

Incremental 8 Features 
{ 23,21,16,10,1,15,3,6 } 86 85 82.5 86.2 1.5

Best-First 
13 Features 

{1,3,6,7,8,10,13,15,16,18,
19,21,23} 

87 87 85 87.6 3.3

Table 4. Performance analysis of our proposed framework with different search methods
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Control Impaired Sensitivity Specificity ROC Area

Control 225 17 0.930 0.286 0.822

Impaired 26 65 0.714 0.070 0.822

Table 5. Confusion matrix for the biomarkers subset selected by our framework

For sake of comparison, the obtained final set of features 
(column 2) is analyzed for its classification accuracy with 
the designed ensemble classifier (column 6) as well with 
the individual base classifiers (column 3-5). Also run time 
on i5 processor is noted and included in column 7. 

Comparing the results in the above table, it can be 
inferred that greedy search algorithm outperforms other 
algorithms not only in execution time but also in defining 
small set of features while maintaining good classification 
accuracy with both ensemble classifier and its base clas-
sifiers.

5.3  Performance Analysis of the Biomarkers 
Selected by the Proposed Framework 

These subsection summaries the effectiveness of the bio-
markers selected using ROC and statistical analysis. .

5.4 ROC Analysis
ROC is 2D graphs that depict the trade-off between 
sensitivity and specificity. This performance criterion 
measures the area under ROC curve21. It enables to illus-
trate the behaviour of a classifier irrespective of class 
distribution and misclassification cost. The ROC curve of 
the designed ensemble classifiers and its baseline classi-
fier is depicted in Figure 1 for set of biomarkers identified 
by the proposed framework. Also the confusion matrix of 
the designed ensemble classifier for the set of biomarkers 
identified is given in Table 5. Both ROC curve value and 
the values in the table reveal the significant relationship 
between the identified set of biomarkers and its predictive 
power in AD with 93% sensitivity and specificity. 

5.5 Statistical Analysis
In addition to the above assessment of the identified set 
of biomarkers, bivariate analysis between each pair of the 
identified biomarkers and the cognitive impairment level 
was performed to confirm its significant performance and 
the results are depicted in Figure 2(a). Furthermore, the 
association levels of the identified biomarkers with the 
presence of AD were analyzed and are presented in Figure 
2(b). Finally, the statistical significance of the identified 
Biomarkers was analyzed using ANOVA test. Here the P 
value of less than .05 was considered to indicate statistical 
significance. 

Figure 1. ROC measures of base classifiers and proposed 
ensemble in detecting Alzheimer impaired samples from 
healthy control samples.
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From last column in Figure 2(a), it is observed that all 
the identified biomarker are significantly correlated with 
the cognitive decline in patients with AD. Also the Figure 

(a)

(b)

(b) confirms that the level of all identified biomarkers 
are either significantly increased (tau, NT, FA, GM) or 
decreased (Ab_42, CK) in AD patients compared to the 

Figure 2. (a) Depicts correlation between the identified biomarkers and cognitive decline in control and AD patients. 
(b) Depicts level of the identified biomarker in control and AD patients.
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control group. Further confirmation by the results from 
Analysis of Variance (ANOVA) in Table 6 reveals that all 
the identified biomarkers significantly contribute to the 
change in cognitive decline in AD patients. 

In summary, it is clear from ROC analysis that the 
identified set of biomarkers can precisely and perfectly 
classify all AD patients from healthy control subjects 
with 93% sensitivity and with accuracy of 88%. Further, 
the significance of the identified biomarkers is revealed 
from our statistical analysis. Although clinical studies are 
needed to conform the findings, in the light of the results 
reported above, it is evident that the final set of biomark-
ers from our framework will stand out to be precise and 
robust biomarkers for AD diagnosis with sensitivity of 
93% and specificity of 71%.

6. Conclusion
A hybrid filter-wrapper framework is presented for AD 
biomarker identification. Leveraging the best prac-
tices from previous literature, SAM was used initially to 
select the most promising 25 biomarkers and reduce the 

search space for subsequent tasks. In wrapper phase, a 
heterogeneous voting-based ensemble of classifiers was 
explored for its potential in selecting the best combina-
tion of AD biomarkers that can help to predict AD with 
high accuracy. The stability and predictive performance 
of the selected biomarkers was analyzed against designed 
ensemble of classifiers and its individual base classifier in 
terms of sensitivity, specificity and ROC value. Results 
encouraged performing statistical analysis and confirm-
ing the effectiveness of the identified biomarkers for 
detecting AD in its early stage.
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