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Abstract

Objectives: To propose an algorithm for Medical image retrieval better. Methods/Statistical analysis: The proposed im-
age retrieval system incorporates with methods like discrete wavelet transform, information gain and the convolutional 
neural network for classification. Findings: We propose an algorithm of image retrieval that implements the feature  
extraction with 2D-Discrete Wavelet Transform (DWT), information gain for feature reduction and convolutional neural 
network for classification. The feature extraction involves the extraction of features from medical image using DWT. The 
Feature reduction was carried out by information gain. The image is classified by using classifiers such as convolutional 
neural network, traditional SVM classifier and KNN classifier. Application/Improvements: The classifier result provides 
the similar images in the database. The classification accuracy of convolutional neural network is 91.25% outperforms the 
traditional SVM classifier and KNN classifier. The image retrieved on high accuracy classifier provides exact match of query 
medical image for the diagnosis and treatment schedule.
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1. Introduction
Medical database provides the disease stage and treat-
ment summary of individual patient with medical 
images. Image retrieval of particular disease summary 
provides the analysis of various stages of disease and diag-
nosis results.1 The challenge of medical image retrieval 
from huge database is handled by various approaches. 
Initially, textual annotations of images have been used 
for retrieval. The keyword search of image is the process 
incorporated in textual based retrieval system. In this 
process, the major drawback is of labor work and time 
consumption.2,3 The next stage of image retrieval system 
uses query based image search known as semantic que-
ries. The efficient method of image retrieval using the 
content of image rather than the textual annotation and 
semantic queries provides the accurate results and infor-
mation for diagnosis.

The efficient information from the medical image is 
used for the diagnosis plan and treatment schedule for the 
patients. The most commonly used imaging techniques 
for accurate information for diagnosis are CT, PET, MRI, 
X-Rays. The annotated keywords of the image are stored 
as a traditional image database. The text-annotated image 
database is time consuming, expensive and laborious. The 
drawback of textual annotation cannot embed with all 
the information in the medical image and it is difficult to 
represent all the information the form of keywords. The 
low level features such as texture, color and shape involves 
in content based image retrieval system. This replaces 
traditional method of image retrieval system. The image 
retrieval system retrieves the image with mutual corre-
spondence between input query image and images in the 
database. 

The image retrieval system uses and features extracted 
from an image and compare the features in the database to 

mailto:nandhinib.ece%40mkce.ac.in?subject=
mailto:ribanak.ece%40mkce.ac.in?subject=
mailto:sspradeep20%40gmail.com%20?subject=


Medical Image Retrieval System using 2D-DWT and Convolutional Neural Network

Indian Journal of Science and TechnologyVol 11 (19) | May 2018 | www.indjst.org2

retrieve similar image. Features can be color, texture, and 
shape for content base image retrieval. The most familiar 
feature extraction methods can be DST, DCT and DWT. 
The features of all images in the database was extracted 
and stored as a feature database. The images are classified 

using machine learning algorithms such as decision tree, 
KNN, K-means clustering, linear regression, SVM, neural 
network and fuzzy classifier. The feature matching done 
by using image distance measure. The process of Medical 
image retrieval system is shown in Figure 1.

Figure 1. Image retrieval system. 

2. Previous Research
The feature extraction process was done by Discrete Sine 
transform.4 The Gaussian kernel based classification used 
for the training and testing to retrieve image from the 
database.

A technique of high level feature extraction tech-
nique for efficient medical image retrieval.5 This paper 
proposes a feature extraction by discrete wavelet trans-
form for various level of feature extracted from single 
image.

The algorithm for image retrieval using radon trans-
form and convolutional neural network was explained.6 
In this paper, CNN generates the convolutional kernel 
automatically which improves the classification accuracy 
and timing behavior of image retrieval system.

3. Research Methods
This section explores the concepts of 2-D Discrete 
Wavelet Transform, Information gain, KNN classifier, 
SVM classifier, Convolution neural network classifier for 
the proposed work

3.1 Image Database 
The Database is a collection of medical images with 5 
classes provided by the Aachen university if technology. 
Among those images 70% of image were used for training 
phase and 30% of images used for testing phase.

3.2 Feature Extraction
The feature extraction process is achieved by 2D-DWT. 
The Images represents the multidimensional signals. The 
decomposition of images extends to multidimensional 
wavelets. The discrete wavelet transform converts an 
image to various frequency bands with the multiresolu-
tion property.

The Discrete wavelet transforms process with decom-
position of CT or MRI images into sub-bands at various 
frequency levels. The first and second stage of decom-
position was shown in Figure 2. The various stage of 
decomposition can be undergone with multistage appli-
cation of 2D-DWT. The LL band in every decomposition 
gives approximate information of a medical image. The 
LH, HL, HH represents the vertical, horizontal and diago-
nal sub bands. These bands incorporated with high level 
information of images such as edges and sharpness. 
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The 2D-DWT operation can be done using 2D filtering 
and down sampling. Let Yx,z be an image with two dimen-
sion. The image will be transformed through the two stages 
of analysis filters h and g and sampled by two. Analogous 
to the 1D-DWT, the 2D-DWT is decomposed into a sum 
of fine to coarse resolution smooth coefficients. The coeffi-
cients for the first scale are given by the following formulas: 
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Where the filters h0, h1, h2 and h3 represents the prod-
ucts component of the quadrature mirror filters h and g. 

h0 = h.hT, h1 = h.gT

h2 = g.hT, h3 = g.gT

Where Wz x l
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cients from the diagonal, vertical, horizontal and scaling. 
The image x(s,t) can be decomposed by using wavelet 
equations. The feature will be extracted using line mea-
sure technique. 

3.3 Information Gain
The feature reduction process carried out in extracted fea-
ture to facilitate efficient image classification. The traits in 
the feature database can be reduced using Information gain 

calculation. In feature reduction process, the redundant 
information and noisy features removed from the database. 
This led to an efficient and optimize machine learning algo-
rithm. The features are ranked and classified based on the 
values of information gain. This process extracts the high 
level features for classification and image retrieval process. 

Information gain (IG) analyse the significant qualities 
of features with the values associated in the class of infor-
mation gain measurement. The entropy is denoted as “H”.

IG (C,A) = H(C) – H(C |A)

C represents class, a represents attribute, IG represents 
information gain.

Information gain algorithm ranked the features and 
distributes the missing values and numerical binary values 
in terms of frequency. The supports binary and nominal 
class.

3.4 Classification 
The machine learning classifier such as K-Nearest Neighbor 
classifier, SVM classifier and Convolutional neural network 
can be used for classification.

3.4.1 KNN Classifer
The machine learning algorithm categorized into super-
vised learning and unsupervised learning. The KNN 
algorithm classified in supervised learning technique. 
The algorithm works on simple classification. It retrieves 
the image with distance measure between the test image 
and trained images in database. The KNN algorithm 
takes the test sample from input query image and finds 
the K-nearest neighbor in the trained database. The data-
base assigns class to all the samples in the database. The 
class can be predicted by assigning test image to a major-
ity classes and the nearest neighbor of the test image can 
be identified by the features in the distance measure. Let 
T be the training set defined by  

T= {(Xi,Cj); i=1,….,N} 

Where Cj belongs to C,J=1,…J represents member-
ship to a class and each features from the data is a vector 
Xi= {Xi1, Xi2, Xi3….,Xip} defined by p descriptive attributes. 
This algorithm measures the distance d between the test 
image features and all the other features in the training 
database and then determines the K-nearest neighbors 
feature vector X. The nearest neighbor feature is similar 
feature of the image to be retrieved. 

Figure 2. Discrete wavelet transform. 
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3.4.2 SVM Classifier 
Support Vector Machines (SVMs) is the Machine learn-
ing process initiated from the statistical learning theory. 
It addresses the classification and regression problems. 
Its training algorithm is different from other that it allo-
cates examples to each category in the learning process. 
The SVM aims to a construct model that depends on the 
training data, it retrieve the target vectors.7 In SVMs, the 
kernel function is used for non linear mapping. The non 
linear mapping maps the input data to a target vector 
even in high dimensional feature space. The hyper plane 
is generated to match the feature space within the train-
ing and testing phase. The SVM kernel functions can be 
in the form of, sigmoid functions.8,9 The support vectors 
are the term used in the training data phase. The training 
and testing will do separately by quadratic program with 
software programs.  

4. Convolutional Neural Network
A neural network is a machine that is designed to model 
the way in which the brain performs a particular task or 
function of interest. The neural network is made up of 
artificial neurons. The neural network is usually imple-
mented by using electronic components or is simulated 
in software on a digital computer. 

A feed forward artificial neural network is termed as 
convolutional neural network specially designed to use 
minimum image preprocessing. The Convolutional neu-
ral network works on raw data. The classifier has two stage 
training and testing. During Training stage, CNN extract 
the features from the database and categorize into sub 
classes.10,11 The CNN process is shown in Figure 3.

In CNN, the convolutional kernals were generated by 
neural network which is major part for feature extraction. 
Thus CNN shows a better performance than all other 
classifiers in image classification.

5. Results and Discussion 
 The Database of 70 medical images were used for experi-
mental setup which contains five classes of labels. The 
algorithm was implemented in MATLAB R2014b. The 
query image was given as shown in Figure 4. The result 
obtained from convolutional neural network is shown in 
Figure 5. The classification accuracy of proposed algo-
rithm has validated higher than KNN and SVM classifier 
and shown in Figure 6.

Figure 3. Convolution neural network process. 

Figure 4. Query image.

Figure 5. CNN image retrieval output.
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6. Conclusion
In this paper, a novel approach for Medical image retrieval 
System is proposed with feature extraction and image 
classification. The query image was given through GUI 
of MATLAB. The features extracted using 2D-DWT and 
feature reduction process done by Information gain. The 
convolutional neural network is used for classification 
and by using distance measure the image retrieved from 
the database. The proposed algorithm improves the clas-
sification accuracy of about 5% than existing algorithms. 
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Figure 6. Classification accuracy.


