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Abstract
Background/Objectives: To develop an Artificial Neural Networks (ANN) based Computer Aided Diagnosis system (CAD) 
using texture and fractal features to detect lung cancer from Positron Emission Tomography/Computed Tomography (PET/
CT) images. Methods/Statistical Analysis: Methods such as Wiener filtering and fuzzy image processing were used to 
suppress noise and improve the contrast respectively in lung PET/CT images. Texture and fractal features were analyzed to 
extract significant features. ANN with optimal network parameters was designed to train and test the dataset. Total of 1072 
training samples and 80 testing samples were used to evaluate the performance of the system. Findings: The proposed 
fuzzy enhancement played a vital role in improving the detection of lung cancer. 13 significant features were identified 
(3 texture features and 10 fractal features) for detection of cancerous regions. Proposed method of CAD system yielded 
better classification accuracy for training and testing with Levenberg-Marquardt back propagation, learning rate = 0.3, 
momentum = 0.9 and 20 hidden neurons. The training accuracy produced by texture, fractal and combined features were 
92.4%, 98.1% and 98.5% respectively. The testing accuracy achieved with the proposed method for texture, fractal and 
combined features were 91.3%, 95% and 92.5%. Proposed classifier with fractal features yielded a better testing accuracy 
than texture and combined features. Improvements/Applications: Deep learning algorithms may be implemented to 
improve the accuracy of the detection. Developed CAD system can act as a decision support system to assist radiologists in 
lung cancer diagnosis.

Keywords: Artificial Neural Networks, Computer Aided Diagnosis, Fuzzy Enhancement, Lung Cancer, Texture and Fractal 
Features 

1. Introduction 
Cancer is a life threatening disease nowadays. Lung can-
cer takes the first position in men and second position in 
women among various cancers. There has been a steady 
increase in lung cancer occurrence in the last 10 years1. 
Lung cancer is the leading contributor in cancer-related 
deaths, accounting for 1.38 million cancer deaths per 
year worldwide2. The 5 year survival is only 14% and it 
has not been improved in last few decades3. In Indian 
subcontinent, lung cancer is most often interpreted as 

tuberculosis and hence diagnosed very lately in the termi-
nal stages4. Timely diagnosis and better treatment options 
can improve the patient’s survival time. Image process-
ing techniques play a phenomenal role in lung cancer 
detection with a potential of diagnosing the disease in 
its early stages and distinguishing tuberculosis from lung 
cancer5. PET/CT is currently used in lung cancer diag-
nosis, staging, treatment planning and monitoring with 
the combined functional and anatomical information 
acquired at the same time6. Most challenging factor with 
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PET/CT is the miss-diagnosis due to the overlapping 
of the value in diagnostic feature, Standardized Uptake 
Value (SUV)7.

CAD systems play a vital role in medical image 
analysis. CAD systems make use of radiological image 
processing and artificial intelligence to identify suspi-
cious image features and use a classification algorithm 
like linear discriminate analysis, ANN or Support Vector 
Machine (SVM)8. Significant contributions were made by 
many researchers by developing a CAD system in various 
cancer diagnoses including lung cancer diagnosis using 
chest radiographic images and lung CT images. CAD sys-
tems implemented for lung cancer detection by several 
researchers have been critically reviewed and noted that 
promising results were achieved by several systems, but 
still the level of automation can be improved in future9.

ANN has been implemented to develop intelligent 
systems and successfully applied to broader spectrum 
of areas like financial, data mining, medical, industrial, 
robotics & control, aeronautics etc. Multilayer Perception 
(MLP) was developed to diagnose the disease present in 
the liver from liver ultrasound images. Mixed features and 
GLRLM features produced testing accuracy of 92.5% and 
95% respectively10. Neural network was applied to diag-
nose the thyroid tumor and tried with thirteen learning 
algorithms. Better classification results were obtained with 
Polak-Ribiere conjugate gradient algorithm for 5 hidden 
neurons11. SVM classifiers were constructed to detect the 
cervical cancer from Magnetic Resonance Images (MRI) 
using texture and transform features. Results showed that 
the texture features outperformed transform features12. 
Feed-forward Back Propagation Neural Network (BPNN) 
produced better performance with Levenberg-Marquardt 
back propagation and scaled conjugate gradient back 
propagation in classifying brain tumor images13.

BPNN classifier with 30 hidden neurons and a learn-
ing rate of 0.3 was tested on a dataset of 10 chest X-ray 
images and obtained 80% accuracy for lung cancer clas-
sification14. First order texture features were used in 
training and testing an ANN system to detect lung cancer 
from CT images15,16. CAD system was developed for early 
detection of lung cancer using region based segmentation. 
Extracted features such as color and first order statistical 
texture features were fed to the ANN for classification. 
The system is semi-automatic which depends upon the 
manual selection of the initial seed point for region based 
segmentation17. 

Few attempts have been made to implement a com-
plete automated system in cancer diagnosis. Second order 
statistical texture features were extracted from 250 lung 
CT images and significant features were selected by using 
ant colony optimization technique. Two machine learning 
systems such as SVM and ANN have been tried to classify 
the lung CT images. ANN resulted in a better accuracy 
of 98.4% compared to 93.2 % by SVM18. Hop field neural 
network based classification was implemented to detect 
lung cancer and observed that an accuracy of 98% was 
achieved19. CAD system for an automatic lung nodule 
detection from radiographic images was investigated 
using a two level ANN. 96% sensitivity was achieved 
for radiographic images using curvature peaks20. Fractal 
analysis has been applied as a powerful tool in biomedi-
cal engineering to characterize the complex morphology 
and suitable for distinguishing between pathological 
images. Use of fractal features in lung cancer diagnosis 
can improve the diagnostic accuracy21.

This study focuses on establishing a CAD system 
using BPNN to analyze the performance of the classifier 
with the extracted texture, fractal features from lung PET/
CT images for lung cancer diagnosis. 

2. Materials and Methods 
Lung PET/CT images, collected from Anderson diag-
nostics & Labs, Chennai, captured from 46 men and 36 
women in the age group of 28 – 76 years were utilized for 
this study. The dataset included 48 abnormal and 34 nor-
mal studies. Abnormal images comprised of non-small 
cell lung cancer of 12, 21 and 15 images in stage II, III 
and IV respectively. 1152 samples were taken from these 
82 images considering the background, cancer regions 
and boundary between the normal and cancer regions. 
Texture and fractal features were extracted and analyzed 
to determine the classification rule. 

The flow diagram describing the sequence of opera-
tions of the proposed method is shown in Figure 1. Lung 
PET/CT images were pre-processed to de-noise and 
enhance the contrast of the image. Texture and fractal 
features were extracted from the pre-processed images. 
Significant features were identified and used to train and 
test the classifier. 
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2.1  Image Pre-Processing
Quality of the acquired PET/CT images was reduced by 
the variations in the contrast and additive noise present22. 
These degradations in the image affect the accuracy of 
cancer diagnosis. Wiener filtering has been well explored 
for its de-noising performance. Wiener filtering was 
applied on lung CT images to remove the additive noise; 
with edges and fine details of lungs preserved23. Hence 
Wiener filtering was used in this study to de-noise the 
additive noise present in lung PET/CT images. Adaptive 
way of wiener filtering produced optimal results when 
compared to other linear filtering techniques. 

Lung PET/CT images have different characteristics 
due to different densities of cancer cells, variation in 
size and shape of cancer affected regions. This makes the 
boundaries and regions of lung PET/CT images fuzzy in 
nature. Traditional image enhancement methods do not 
improve the quality of uncertain/vague medical images. 
Hence, fuzzy image processing was used to handle the 
imprecise, uncertain and vague information in lung PET/
CT images. Cubic function was used as membership 
function to provide much soft thresholding and unique 
defuzzification based on a threshold ‘T’ of the member-
ship assigned image µ' (i,j) and a gain factor ‘K’ to vary 
the contrast of Region of Interests (ROIs) and non-ROIs. 
Fuzzy enhanced image is obtained by using: 

	 	 (1)

2.2  Texture Features
Texture is an important spatial property of an image which 
provides useful information about the spatial arrange-

ment of the pixels and their relationship to surrounding. 
Second order statistical texture features extracted from 
gray level co-occurrence (GLCM) matrix were useful in 
image classification24. Texture analysis suits well for lung 
cancer detection because texture features provide unique 
information about the spatial variation of the pixels in a 
region. An earlier study on texture features was performed 
by the authors for detection of lung cancer. Out of 14 fea-
tures extracted, the study identified 3 significant texture 
features25. Table 1 shows the significant second order sta-
tistical texture features used in the proposed study. 

Table 1.  Significant texture features

S. No Feature 
number

Texture 
feature Formula

1 tf1
Auto-
correlation

2 tf8
Sum 
average

3 tf10
Sum 
variance

2.3  Fractal Features
Fractal analysis has been used in medical images to char-
acterize the complex, irregular structures which cannot 
be characterized by traditional topological dimension. 
Fractal analysis has been found useful in lung cancer 
detection as the lung and branching vessels exhibit fractal 
nature. Fractal Dimension (FD) is a useful parameter in 
characterizing random structures. Differential box count-
ing (DBC) was used to compute the FD of gray scale 
images and shown in Figure 2.

In DBC method, an image of size N × N was consid-
ered as a 3-Dimensional space with (x,y) representing the 
pixel position and the third axis (z) denote the pixel inten-
sity value. The (x,y) space was covered with grids of size, s 
× s, where N ⁄ 2 ≥ s ≥2. Each grid in the (x,y) space had a 
column of grid with size s × s × h in the third axis, where 
h is the height of the grid. The process was carried out on 
a moving window of size 5 × 5 and repeated for various 
scales . Number of boxes required to cover the 
grid (i,j) was calculated using Equation (2) where l and k  

Figure 1.  Flow diagram of the proposed lung cancer 
detection and classification system.
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are the boxes containing maximum and minimum inten-
sity values respectively.

		  	 (2)

The total number of grids which contain image informa-
tion is given by:

		  	 (3)
FD was computed by using the formula:  

	 	 (4)

Lacunarity, complementary information of fractal dimen-
sion was used to measure the amount of in-homogeneity in 
an image by analyzing the distribution of gaps in an object 
and defined as:

	 Lacunarity=(Variance⁄Mean2)	 (5)

Images with different textures may result in a same FD 
as irregularity measurement is better, but spatial arrange-
ments of the elements are not well considered. 6 fractal 
features ff1–ff6 were identified and derived to solve this 
issue in segmentation of various natural and medical 
images26,27. These fractal features were derived from the 
fractal transformed images of fuzzy enhanced image. For 

each fractal feature , and lacunarity were 
found and hence 12 fractal features were extracted in lung 
cancer detection from PET/CT images. 

The images from the fractal features were extracted as 
given below:

         	 (6)

       (7)

where ; min, max and 
avg represent the minimum, maximum and average pixel 
intensity values of image I1 (i,j) respectively.

	 	 (8)

	 	 (9)

	 	 (10)

The fractal features  were calculated from images  
I1–I6 and using equation (4).

Figure 2.  Differential box counting method of computing FD.
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2.4  Feature Selection
Selecting the significant, influencing features from the 
set of extracted features is an important step in lung 
cancer detection. Extracted texture and fractal features 
may exhibit greater correlation or irrelevant infor-
mation. All the extracted texture and fractal features 
may not contribute significance in classifying the lung 
PET/CT images as normal and abnormal. Finite size of 
selected features can yield an improved performance 
in lung cancer classification. 14 texture and 12 frac-
tal features were extracted and analyzed. Appropriate 
features were selected based on their significant perfor-
mance. Significant features were fed as an input to the 
neural network. 

2.5 Artificial Neural Network
ANN is a promising area which has been successfully 
applied to various areas in medical field such as cancer 
detection, biochemical analysis and to detect pathological 
conditions. Performance of ANN depends on the selec-
tion of network parameters. Careful study was made to 
determine the number of input, hidden and output neu-
rons, learning rate and momentum. Low learning rate 
and high momentum results in slow learning, on the con-
trary, no learning happens for high learning rates and low 

momentum. Optimal network parameters were fixed by 
trial and error methods. 

Hidden layer size play an important role in achieving 
the better desired performance. Smaller number of hid-
den neurons makes the hidden neurons unstable, whereas 
larger number of hidden neurons makes the output neu-
rons unstable28. An upper bound on the number of hidden 
neurons to avoid over fitting is considered as:

		  	 (11)
Where Ni is number of input neurons, No is number of 

output neurons, Ns is number of samples in training and 
⍺ is between 2 to 10. Lower bound is considered as the 
mean value of the input and output neurons. 

The set of combined image features consisting of sig-
nificant features were fed as inputs to the neurons in the 
input layer of the network. Figure 3 shows the architecture 
of the proposed BPNN with optimal network parameters.

Established network was trained with the samples of 
known targets for various training functions. Levenberg 
- Marquardt back propagation is the fastest algorithm 
for feed forward neural networks with several hundred 
weights in back propagation. Network weights and bias 
values are updated according to Levenberg - Marquardt 
optimization using the  Jacobian matrix of first deriva-
tives of network errors. Hence, Levenberg - Marquardt 
optimization function has been utilized in the proposed 

Figure 3.  Architecture of the proposed back propagation neural network.
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BPNN for lung cancer classification from lung PET/CT 
images which involves computing around 520 weights for 
the extracted features. The performance of the network 
was computed by testing the network with new sample 
data and calculated the outputs. These outputs were then 
validated to find the testing accuracy. 

2.5.1 Performance Measures 
The performance of the classifier is evaluated by its 
classification accuracy. Mean Square Error (MSE), 
Sensitivity, specificity, accuracy and Receiver Operating 
Characteristic (ROC) curve are the performance mea-
sures to evaluate the performance of the classifier, as 
given in Equations (12 – 15).

		
 (12)

		  	 (13)

		  	 (14)

	 	 (15)

Where TP = True Positive, FN = False Negative, FP = 
False Positive and TN = True Negative. For a perfect clas-
sifier, the ROC curve is towards the upper-left corner 
(gold standard), with sensitivity and specificity of 100%.

3.  Results 
DICOM images of size 256 × 256 were collected and 
the proposed method was implemented using Matlab 

R2013a. Figure 4 shows few abnormal and normal lung 
PET/CT images from the dataset.

RGBlung PET/CT images were converted into gray 
scale images for reduction in complexity. Wiener filtering 
was applied on the gray scale images for a neighborhood 
of 3 × 3 to eliminate the additive noise present in the 
images. Contrast of the de-noised image was improved 
by using fuzzy based image processing. Gain factor ‘K’ in 
Equation (1) was fixed for appropriate enhancement. The 
gain factor, 0.6 was fixed after various trails with ‘K’ rang-
ing between 0.1 and 0.9. Too low and too high values of 
‘K’ resulted in under and over enhancement respectively. 
Figure 5 shows the results of pre-processing.

Pre-processed images were then analyzed to extract 
the texture features. 14 Haralick texture features were 
extracted for the normal and abnormal lung PET/CT 
images. Fractal analysis was carried out and extracted 
12 fractal features. The experimental study carried out 
on lung PET/CT images for fractal analysis resulted in 

Figure 4.  Sample images. (a) Abnormal. (b) Normal.

Figure 5.  Preprocessed images. (a) Gray scale. (b) Wiener 
filtered. (c) Fuzzy enhanced.
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the observation that abnormal regions of lung PET/CT 
images exhibit high FDavg and low lacunarity. The range 
of 14 textures (tf1 -tf14), 12 fractal feature (ff11 –ff62) values 
obtained for normal and abnormal images were as shown 
in Figure 6.

It is observed from Figure 6 that among 14 texture 
features, only 3 texture features produced distinguish-
able values between normal and abnormal lung images. 
Similarly, out of 12 fractal features, 10 fractal features 
showed significance in classifying normal and abnormal 
lung images. Other texture and fractal features values 

Figure 6.  Plot of texture & fractal feature values for normal and abnormal lung images.  

Figure 7.  Significant texture features. (a) Autocorrelation. (b) Sum average. (c) Sum variance.
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were found overlapping between normal and abnormal 
images. Hence 3 texture features (tf1, tf8, tf10) and 10 frac-
tal features (ff11, ff12, ff21, ff22, ff41, ff42, ff51, ff52, ff61, ff62 ) were 
selected for classification. Figure 7 shows the significant 
texture features used in lung cancer detection and clas-
sification. 

Figure 8 show the significant fractal features used in 
ANN to detect and classify the lung cancer.

Extracted texture and fractal features from samples 
formed the training dataset. Study on selection of network 
parameters was performed. Values of learning rate and 
momentum were tried between 0.3 and 0.9. Keeping one 
value constant and changing the other parameter, perfor-
mance of the classifier was studied for the performance 
function of MSE. Low values of learning rate and high 
value of momentum resulted in better learning whereas 
high values of learning rate and low value of momentum 
provided quick learning, thus saturating the network. 
With 1072 training samples, 13 input neurons, 1 output 
neuron and ⍺ = 2, the lower and upper bound of hidden 
neurons were found to be 7 and 38 using Equation (11) 
respectively. ⍺ = 2 produced better performance without 
over fitting. Hence, the network was trained for hidden 
neurons of 10, 15, 20, 25, 30 and 35 and observed the per-
formance. Figure 9 shows the performance graph of the 
training phase of network in terms of MSE and various 
values of hidden neurons for the combined features.

It is observed from the Figure 9 that the 20 hidden 
neurons produce minimum MSE for many training func-
tions.   MSE goes down as number of hidden neurons is 
increased from 10 in the hidden layer.  But after 20 hid-

den neurons MSE increases which indicates over fitting. 
Training functions Gradient descent with momentum, 
Gradient descent with adaptive learning rate & momen-
tum, Resilient back propagation and Scaled conjugate 
gradient back propagation produced best performance 
for 15 hidden neurons. Further testing was done with 
both 15 and 20 hidden neurons to evaluate the network 
performance. The network was tested with 80 samples of 
combined features. The performance results obtained for 
the network with the combined features for various train-
ing functions were presented in Table 2.

It is evident from the Table 2 that Levenberg - 
Marquardt back propagation produced best classification 
accuracy of 98.5% (1056 samples correctly classified) and 
92.5% (74 samples correctly classified) during training 
and testing respectively. The performance measures such 
as confusion matrix and ROC curve of the classifier for 
the combined features during the training and testing 
phases is shown in Figure 10. 

The training confusion matrix in Figure 10 shows 
that the classifier produced high sensitivity (98.3%) and 
specificity (98.6%). The testing confusion matrix shows 
that the classifier produced a sensitivity of 85.7% and 
specificity of 96.2%. ROC curve for the training phase 
approaches the gold standard of upper left corner, thus 
providing the highest accuracy. The testing phase ROC 
curve also moves closer to the gold standard, but slightly 
under the training curve. The best validation perfor-
mance of the classifier during training with the combined 
features is shown in Figure 11.

Figure 8.  Significant fractal features.
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Figure 9.  Performance of the network during training for various hidden neurons.

The combined features consisting of significant texture 
and fractal features were used in the lung cancer detec-
tion. Figure 12 shows the detected lung cancer regions 
and input images marked with these regions.

Table 3 shows the network parameters used in the 
proposed study.

4. Discussion
The established ANN with the optimal network param-
eters was trained and tested by using the 3 significant 
texture features, 10 fractal features and 13 combined 
features separately. Results obtained were tabulated and 
presented in Table 4.

It is clear from the performance measures in Table 
4 that highest training accuracy of 98.5% was achieved 
by combined significant features. Highest testing accu-
racy was produced by fractal features and it was 95%. 

Combined significant features also showed a better testing 
accuracy of 92.5%. Even though the classifier produced 
excellent training accuracy for the combined features, it 
was unable to improve the testing accuracy when signifi-
cant texture features were combined with fractal features. 
It is noted that fractal features outperformed texture and 
combined features in performance measures in testing.

4.  Conclusion 
In this study, texture and fractal features have been inves-
tigated for diagnosing the lung cancer using a CAD 
system. The accuracy of the classifier was based upon 
the extracted features; training sample set size, number 
of hidden neurons, training functions and the network 
parameters. Training and testing sample dataset consists 
of 1072 and 80 samples respectively taken from various 
locations of normal and abnormal lung PET/CT images. 
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Table 2.  Performance results of BPNN with various training functions

Training function Learning 
rate Momentum Time 

(sec) Epochs
Training Testing

MSE Accuracy 
(%)

MSE Accuracy 
(%)

Gradient descent with adaptive 
learning rate 0.6 0.3 21.09 70 0.1090 84 0.113 79.3

Gradient descent with momentum 0.6 0.4 205.56 1000 0.0557 89.9 0.0744 87.8
Gradient descent with adaptive 
learning rate and momentum 0.5 0.7 9.37 108 0.0828 86.9 0.0838 84.5

BFGS quasi-Newton back propagation 0.4 NA 24.93 76 0.0401 94.8 0.0505 89.7

Bayesian regularization back 
propagation 0.7 0.4 316.37 1000 0.0022 98.2 0.0033 91.8

Levenberg-Marquardt back 
propagation† 0.3 0.9 22.08 45 0.0006 98.5 0.0013 92.5

One-step secant back propagation 0.7 0.5 21.53 76 0.0559 90.7 0.0636 88.9
Resilient back propagation 0.7 0.4 31.07 136 0.0640 90.3 0.0688 88.2
Conjugate gradient back propagation 
with Fletcher-Reeves updates 0.5 0.8 9.72 60 0.0456 93.7 0.0484 89.0

Conjugate gradient back propagation 
with Powell-Beale restarts 0.5 0.5 15.1 42 0.0507 92.5 0.0581 88.1

Conjugate gradient back propagation 
with Polak-Ribiére update 0.5 0.3 18.51 66 0.0480 92.9 0.0501 88.3

Scaled conjugate gradient back 
propagation 0.6 0.6 20.75 72 0.0569 88.6 0.0674 87.2

†Best classification performance with low MSE and high training & testing accuracy among 12 training functions.

Table 3.  Neural network parameters in the proposed CAD system of lung cancer detection

Parameters Value
Input Neurons 13 (3 texture features, 10 fractal features)
Hidden layer 1
Hidden Neurons 20
Output Neurons 1
Training Function Levenberg - Marquardt back propagation
Learning Rate 0.3
Momentum 0.9
Maximum number of epochs 1000

Table 4.  Performance measures of the classifier with texture, fractal and combined features

Texture Features Fractal Features Combined significant features
Training Testing Training Testing Training Testing

Sensitivity (%) 94.2 82.1 95.5 85.7 98.3 85.7
Specificity (%) 90.8 96.2 100 100 98.6 96.2
Accuracy (%) 92.4 91.3 98.1 95 98.5 92.5
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Figure 10.  Confusion matrix and ROC curve of the classifier with combined features.

Figure 11.  Best validation performance of the classifier Figure 12.  Lung cancer detected and input images 
marked with the detected cancer regions
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Selected combined feature set included 3 texture and 10 
fractal features. Proposed method yielded better classifi-
cation accuracy for training and testing with Levenberg 
- Marquardt back propagation for a learning rate of 0.3, 
momentum of 0.9 and 20 hidden neurons. The testing 
accuracy achieved with the proposed method for frac-
tal features was 95% and combined features resulted in a 
testing accuracy of 92.5%. The accuracy can be compared 
with other supervised classifiers and larger datasets.
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