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Abstract
Objective: Patents are critical intellectual assets for any competitive business. They can prove to be a gold mine if re-
trieved, analyzed and utilized appropriately. Patentability search is an important step in the patent process and missing out 
any relevant patent may cause expensive legal consequences. As worldwide patent collection is growing rapidly, retrieval 
of this enormous knowledge source has become complex and exhaustive. This paper attempts to review the studies carried 
out in enhancing the relevance effectiveness of patent information retrieval. Method/Analysis: Literature review presents 
various research works that have been carried out to yield better results in patent retrieval task by refining existing infor-
mation retrieval techniques or by using standard approaches at the various stages of the patent retrieval task. This work 
exclusively looks at literatures dealing with retrieval of patent text. Findings: Patent retrieval is not a completely solved 
research domain and general information retrieval approaches do not prove effective in this domain as patents are special 
documents posing various retrieval challenges. The review also highlights future research directions and will help re-
searchers working in the domain of patent retrieval. Application/Improvement: Considering the various techniques and 
frameworks available and their limitations, there is a lot of scope in the field of patent retrieval techniques which makes 
room for further research to be taken up in this domain. 

*Author for correspondence

1. Introduction 
Patents have become critical asset for any innovative com-
pany, and with increased global competition, companies 
have started aligning their business strategies with their IP 
strategies. Patent informatics describes the science of search-
ing, analyzing and presenting patent information to identify 
relationships and trends that would not be apparent while 
working with patent documents on one‐on‐one basis1. 
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With the growth in the field of information and com-
munication technology, patent searching has changed 
dramatically from manual catalogue base access to online 
access2. As worldwide patent collection is growing rap-
idly, retrieval and analysis of this enormous knowledge 
source have become complex, exhaustive, highly interac-
tive and repetitive task, requiring lots of expertise with 
diverse search strategies3.
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2. Patent Retrieval
The tasks performed by patent information users can be 
divided into patent retrieval, analysis and monitoring. 
The main goal in patent information retrieval is to find 
all the prior arts relevant to a given patent application. 
A patent examiner might be interested in getting at least 
one relevant patent document for a said patent applica-
tion to avoid hampering the technology development 
of the application domain, whereas a corporate might 
require all possible patent documents in a said tech-
nology to avoid infringement as well as to develop new 
technology4. Patent retrieval task can be referred by a 
variety of different names depending on the end results 
such as novelty search, patentability search, infringement 
search, freedom-to-operate search, invalidity search, due 
diligence search5,6 etc. The goals, relevance judgments and 
effectiveness requirements differ greatly depending upon 
the type of search tasks7. These searches are performed 
at various stages of patent documents life cycle8 as illus-
trated in Figure 1.

Figure 1. Life‐cycle of a patented idea.

Increasing number of patent related information 
and ever growing need to access this information by 
various types of users motivates researchers to develop 
techniques and methodologies for efficient and effective 
patent retrieval. These users can be patent professionals, 
industrial and academic research communities, manag-
ers, venture capitalist, investors, patent attorneys etc.

There are various research areas in patent retrieval and 
mining such as evaluation of patent retrieval, automated 
patent classification, patent text retrieval, image-based 
patent retrieval and classification, multilingual patent 
retrieval etc. The objective of this literature review is to 
understand the existing research carried out in enhancing 
the effectiveness of the patent text information retrieval.

Despite the remarkable advancements in the area 
of information retrieval and search engine techniques, 
there still exists a gap between research in web search 
engine and techniques usually adapted in patent retrieval. 
Traditionally patent retrieval has been mostly investi-
gated by database research communities; rather than the 
Information Retrieval (IR) research communities due 
to lack of test collections in this domain6,9. With recent 
information retrieval initiatives on patent information 
retrieval like CLEF‐IP, PaI R, As PIRe, SIGIR, NTCIR, 
TREC, etc10 by Information Retrieval Facility (IRF), 
Vienna, Association for Computing Machinery (ACM), 
USA, National institute of Standard and Technology 
(NIST), USA & National Institute of Informatics (NII), 
Japan and availability of domain specific test collection, 
patent retrieval has become an active area of research in 
information retrieval domain9,11. These initiatives have 
brought together leading researchers in information 
retrieval and those who practice and use patent search. 
This has led to an interdisciplinary dialogue between 
the information retrieval and the intellectual property 
(IP) communities thereby creating a discursive as well 
as empirical space for sustainable discussion and inno-
vation12.

Studies have also suggested that patent retrieval is not 
a completely solved research domain and general infor-
mation retrieval approaches do not prove effective in the 
patent domain as patents are special documents posing 
various retrieval challenges6,13–16.

3. Information Retrieval
Information retrieval is a field concerned with the struc-
ture, analysis, organization, storage, searching, and 
retrieval of information. The main aim of information 
retrieval model is to find relevant knowledge‐based infor-
mation or a document that fulfill user needs17. Relevance 
is a central concept in Information Retrieval and it is 
used to work out effectiveness measures for information 
retrieval systems. Precision and recall are two traditional 
effectiveness measures: precision means the proportion 
of relevant documents out of those returned, whereas 
recall is the fraction of relevant documents that are 
retrieved18. The relevancy of retrieved information is not 
usually binary but is continuous, subjective and situa-
tional, depending upon user’s judgment and needs which 
changes over a period of time.
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4.  Challenges Faced in Patent 
Information Retrieval

The following challenges make patent retrieval extremely 
complex and problematic for researchers as well as expe-
rienced patent professionals and requires robust and 
repeatable techniques/approaches14–16.

a. Patent retrieval demands effective and efficient tech-
niques as it is a multi‐topical task and performed on 
diverse and large dataset9,15,19. 

b. In patent retrieval, a complete patent document is 
used as a query to represent the information need. 
It is a defining challenge to build queries from 
a whole patent document consisting of multiple 
fields9,15,20–22.

c. Patent document makes use of vague, highly special-
ized, inventor specific non‐standard acronyms/terms, 
involving of synonyms, homonyms and techno‐legal 
words where keyword based search may not give 
desired results23,24.

d. Patent retrieval is a recall oriented task as missing 
out even a single relevant document while perform-
ing patentability or freedom‐to‐operate search might 
lead to severe financial consequences due to lawsuit 
for patent infringement14,25,26.

e. Many times retrieval techniques are only restricted 
to patent classification codes (IPC)97. This tradi-
tional approach is too general to meet the needs of 
users. The complexity of the classification system and 
sparse class assignments to the patent limits the pat-
ent search27.

5.  Research Work in the Field of 
Patent Retrieval

Initially research in patent search was largely under-
taken by database community6 but with the new 
initiatives10 by the Information Retrieval (IR) com-
munity, various workshops and symposiums on patent 
retrieval have been started to promote the research and 
development. Hence patent retrieval has now become an 
active sub‐domain of research in the area of informa-
tion retrieval3,9,11. IR and Natural Language Processing 
(NLP) researchers have started investigating the patent 
informatics domain and are focusing research around 
patent retrieval with techniques and approaches14,28–33 
highlighted in Table 1. 

Table 1. Various patent retrieval techniques and approaches
Techniques: query formulation, query expansion, 

summarization, relevance feedback etc.
Models: Vector space model(VSM), semantic based 

processing, latent semantic analysis(LSA), 
language model, weighting techniques, 
probabilistic model etc.

Others: Bibliomatric methodology, data mining, text 
mining, database management tools like 
OLAP, citation analysis.

Patent search has changed little in the last 25 years 
and still the basic logic structure of Boolean is used which 
heavily relies on set theory and exclusion along with other 
types of patent retrieval techniques34. Study shows that 
Boolean search also known as “keyword” search remains 
the preferred method for locating relevant patents35–37 
since it is reproducible and helps patent professionals to 
defend their decisions as and when it is required37. 

Boolean search has certain limitations like many docu-
ments relevant to the query may be missed out, and many 
unrelated or irrelevant documents may be retrieved. It has 
no capability of determining which of those documents 
are of highest interest to the researcher6,17,23,38,39. Though 
using Boolean system, structured and precise queries can 
be created, it is an exhaustive task, requiring lots of expe-
rience and does not yield the desired result, especially in 
the patent domain6,39. As with infringement suits being 
filed at the rate of more than 10‐per‐day involving billions 
of dollar, missing even a single relevant patent documents 
may cost dearly40 and hence the use of only Boolean/key-
word search is not preferred for the patentability search36.

To overcome the problem of Boolean model, 
researchers have proposed various alternative techniques 
by exploiting the patent structure. One of the proposed 
studies presented a Noise Elimination (NE) algorithm 
based on keyword weighted distribution to eliminate 
the noisy patent data from the search result28. However, 
the study has not evaluated the system using any patent 
benchmark dataset. In another study, patent retrieval 
system architecture is proposed in which patent meta-
data and the citation structures are exploited for creating 
restricted initial working sets of patents41. The method 
includes multiple indexing of the patents which are used 
for three languages. Additional indexes are also created 
for phrases and concepts extracted from external sources. 
Multiple retrieval models such as Language Model (LM) 
with Kullback-Leibler (KL) divergence and Okapi BM25 
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are used to generate ranked results from the indexes. 
Further, the study uses Support Vector Machines (SVM)42 

to merge the ranked results and again re‐rank them using 
additional training sets created from the patent collection. 
Despite of complex design and high demand for resources, 
this system achieved the best result in the CLEF‐IP 2010. 
This study is further enhanced by enriching the extracted 
citations using retrieved citations from non‐European 
patent43. Patent family lookup is applied using OPS (Open 
Patent Service)44 to identify a corresponding European 
patent. To search the index with less number of keywords, 
an additional keyword extraction module is introduced 
and search result is merged with other ranks lists using 
SVM. Citations from the patent document suggesting a 
scoring method based on PageRank algorithm45 has also 
been proposed46. In this approach text based retrieval is 
performed for obtaining top patents, and then citation 
scores are calculated for these top patents. The study rec-
ommends that combining text‐based and citation‐based 
scores gives better results in patent retrieval.

In various studies, patent structure has been analyzed 
and exploited for effective patent retrieval. Patent con-
tains multiple topics and segmentation of the claim part 
of the patent document is used to find subtopics present 
in the target document. For each of the subtopic, query 
is created for the effective retrieval31. By calculating the 
entropy, which is the deviation degree of the appearance 
of the term in each subtopic, the importance of subtop-
ics is calculated. For each subtopic in the query, relevant 
patents are retrieved with a relevant score based on the 
importance of the subtopic and then a final rank list is 
determined. The impact of various fields like ‘title’, ’claim’, 
’abstract,’ ‘background summary’ on the effectiveness of 
the patent retrieval when used for query formulation has 
been studied20. However, extracting terms from a single 
field at a time has shown that ‘background summary’ 
gives better result as compared to other fields in a patent 
document. In another study, learning to rank approach is 
applied to combine language model based retrieval score 
(using term search and phrase search), IPC classification 
feature and low level feature such as Term Frequency (tf) 
and Inverse Document Frequency (idf) of search terms21. 
This has improved result as compared to the finding of 
previous research carried out by the same researchers20. 
In information retrieval, query model based approach has 
also been considered to improve its effectiveness. Patent 
retrieval architecture is proposed14 in which query model 
is estimated based on weighted log‐likelihood47 and par-

simonious language model48. It extracts terms from each 
field separately to build a query model. Result of this 
research suggests that description is the best field for 
extracting terms for query formulation whereas combina-
tion of different fields for building queries or merging the 
results is not effective. Queries can also be constructed 
by combining terms extracted from different fields rather 
than selecting terms from single field at a time, and weight 
them according to their log(tf)idf values may give bet-
ter results15. However, study49 highlights that Key Phrase 
Extraction (KPE) techniques work better than tf or tf-idf 
scores for selecting phrases, especially from “description” 
section, for invalidity search. The study explores various 
supervised and unsupervised KPE algorithms to con-
struct an optimal query by extracting important phrases 
and keywords from a patent. It is empirically reported that 
more effective query can be formulated by utilizing 20-30 
terms while giving higher importance to terms extracted 
from abstract, claims & description15. Approach based on 
multiple query representation for prior art search is also 
suggested16 where set of similar queries are generated for a 
given patent application. Each query acts as an alternative 
representation of patent information and for each query; 
the retrieved results are treated as set of ratings. Using 
Collaborative Filtering (CF) algorithm, a final document 
ranking is achieved. A stage wise patent retrieval method 
considering the claim structure has shown improved 
effectiveness as far as precision is concerned32. In stage‐1, 
query terms are extracted from claims to get top N pat-
ents to improve the recall. In stage‐2, various text analysis 
and retrieval methods are used to re‐rank the N patents.

Apart from complex patent retrieval systems, lit-
erature also suggests straight-forward and sophisticated 
search approaches in patent retrieval50. In one approach, 
researchers use simple and straightforward Information 
Retrieval (IR) technique using list of citations extracted 
from the patent numbers within the description field of 
some patent queries while in the another approach, much 
more sophisticated information retrieval techniques have 
been used41,43. Experiment of the study shows that the sim-
ple approach uses fewer resources, less time and efforts to 
achieve a statistically indistinguishable performance as 
compared to the advance techniques when patent appli-
cations contain citations. However, the advanced search 
technique is statistically better when no initial citations 
are provided.

Studies have also been carried out on query expansion 
to deal with term mismatch due to synonyms/polynyms. 
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In such techniques, initial query is formed by extract-
ing the keywords from the patent application and then 
expansion terms are selected from a feedback process 
or from external knowledgebase such as WordNet51 or 
Wikipedia52, dictionaries, or query logs to enhance the 
initial query by mapping the concepts or synonyms to 
the initial information need. In one of the query expan-
sion method, WordNet and Wikipedia for word‐based 
and phrase‐based query expansion is proposed53. From 
the query patent, keywords and key phrases are extracted 
using regular Expressions (RegEx). They are further splited 
into a Bag Of Words (BOW) and a bag of phrases (BOP). 
BOP and BOW are then expanded using Wikipedia and 
WordNet, respectively. Ranked list is generated using 
Okapi BM25 which is again re‐ranked using three stage 
IPC based ranking algorithm. Analysis showed that it is 
not clear how phrases interact with the words which are 
expanded by WordNet in improving effectiveness. In the 
event when local collection fails due to the lack of relevant 
documents for query expansion, the use of external col-
lections for query enrichment is justified54. However, it 
was observed that use of external knowledgebase slows 
down the retrieval process dramatically and WordNet is 
not an effective method for query expansion for patent 
search55–57. 

A proximity based framework is suggested36 by uti-
lizing independent claim (first claim) and International 
Patent Classification (IPC) classification as source for 
selection query expansion terms. In the study, a query 
specific patent lexicon is constructed from IPC defini-
tion. Further, the term proximity between query terms 
and expansion terms from patent lexicon is used to select 
most appropriate expansion terms. Weight for expansion 
terms is calculated by estimating query relatedness prob-
ability and concluded that proximity of expansion terms 
to query terms is a good indicator for the selecting terms.

Although there are several automatic query expansion 
approaches available, the Pseudo‐Relevance Feedback 
(PRF) has shown its value in improving retrieval effec-
tiveness58. Combination of the PRF and term‐proximity 
distribution of initial set of relevant terms with respect to 
query terms improves the retrievability of patents when 
compared to standard PRF23. The patents for PRF are 
identified based on their similarities with query patents 
over a subset of terms, rather than the overall document 
similarity. Instead of using PRF for query expansion, 
study has also been carried out to evaluate the effect of 
PRF for patent queries reduction. In this technique, a 

patent application is decomposed into constituent text 
segments and the Language Modeling (LM) similarities 
is computed by calculating the probability of generating 
each segment from the top ranked documents59. This 
work achieves improvement over initial results using PRF 
which is satisfactory compared to all standard PRF meth-
ods which failed in the patent domain. A learning to rank 
framework has also been attempted to estimate the effec-
tiveness of a patent document in terms of its performance 
in PRF by utilizing patent specific characteristics60. The 
method introduces a unigram query model by estimat-
ing the importance of each term according to a weighted 
log‐likelihood based approach. A relevance model is then 
used to select the most appropriate terms (feedback terms) 
from the top retrieved documents by the initial search 
(feedback documents) to expand the original query. This 
prediction method obtained a statistically significant 
improvement over standard pseudo‐relevance feedback. 
The influence of term selection on prior art is also investi-
gated through the minimal interactive relevance feedback 
approach61. In this experiment, an oracular query based 
on judged relevant documents has been defined to dem-
onstrate that Language Model (LM) and BM25 retrieval 
scoring models outperform the baseline when simple 
interactive methods for query reduction is employed.

To improve the retrieval performance, IPC codes 
have also been utilized in combination with the text con-
tents. Many researchers have exploited the IPC codes 
for document ranking and filtering. Many a times, use 
of IPC codes can be helpful to identify the similarity 
between patent documents which even do not share simi-
lar terms22. To effectively narrow down the searching of 
patent document, a IPC enabled technique is proposed in 
combination with user selected key phrases and trained 
neural network classifier62. Since the IPC codes are 
semantic in nature and organized in taxonomy, it can be 
utilized effectively to group similar patents for retrieval, a 
cluster‐based patent retrieval technique using IPC codes 
is proposed13. However, this study mainly analyzed result 
documents and might have missed few relevant patents13. 
The researcher also reports that it is difficult to discrimi-
nate among IPC‐based clusters if searches are performed 
within themselves that share common terms. It is inter-
esting to note that IPC-codes work well for state-of-art 
search63 while they are not so effective for prior art search. 
Studies have also shown that variable length IPC codes 
also play an important role in retrieval. IPC codes with 
first 4 and 11 characters for re‐ranking, along with weight 
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learned from data and inclusion of negative data instances 
improve the effectiveness15.

Apart from patent retrieval techniques reviewed above, 
various other approaches based on syntactic and seman-
tic processing, NLP, domain ontology, semantic web, 
vector space model, latent semantics analysis, probabilis-
tic latent semantic analysis, and concept based retrieval 
etc64. have also been studied. A method is introduced to 
disambiguate query terms and predict whether expansion 
using noun phrases would improve the retrieval effective-
ness65. Experiments at the University of Hildesheim66 also 
confirm the results but still are outperformed by other 
systems which do not use phrases67. Researchers have 
proposed a system which identifies and classifies the bio-
logically significant terms in the patents and integrates 
them with dictionaries based biomedical ontologies to 
create a biomedical semantic web68. Besides keyword 
search and queries linking the properties specified by 
one or more RDF triples, graph algorithms are utilized 
to determine the semantic associations between semantic 
web resources. Though system enable researchers to per-
form a single semantic search to retrieve all the relevant 
information about a biological concept, system is domain 
specific, not yet validated for effectiveness and scalability 
needs to be evaluated. Study shows that search tasks spe-
cific setting and tuning of retrieval system yield optimal 
effectiveness in patent retrieval in medicinal chemistry69. 
Furthermore, in another semantic web based approach, 
researchers suggest generating semantic annotations on 
patents by relying on the structure and semantic repre-
sentation of patent documents70. A generated annotation 
comprises of a structure annotation, a metadata anno-
tation and a domain based annotation, which are then 
merged into the Patent Semantic Annotation. The system 
is tested on biomedical patents with a very small dataset 
(~1000) and can be considered as a first step towards a 
semantic web‐based patent retrieval/mining.

In paper71 an automatic semantic annotation approach 
is proposed that integrates ontology‐based techniques, 
structural template schemes, natural language processing 
and pattern learning to annotate patent documents from 
various aspects according to the structure and content 
characteristics of the patent document. This study shows 
semantic correlation between patent documents and gen-
erate abstract technical feature of a patent which helps in 
technology survey for new product design. This research 
may be further extended for the effective patent retrieval. 
A comparative analysis of the annotation of PubMed 

documents with Medical Subject Headings ontology 
(MeSH) terms and the assignment of the International 
Patent Classification (IPC) has been carried27. The study 
pointed out that complex class definitions rarely occur 
in patent text and the number of IPC class assignments 
to patents is low which limits the patent search severely. 
Authors propose that assignment of additional patent 
classes, combining them with search keywords and exist-
ing ontologies/taxonomies such as MeSH can improve 
the patent retrieval. In general, patent contains two core 
concepts i.e. “Problem” and “Solution”, which constitute a 
particular technology. Study suggests that key-phrases can 
be annotated for these two semantic categories72 to form 
two semantic clusters by grouping patent documents with 
the same “Problem” or “Solution” tag. Further, semantic 
cluster information is added to a conventional language 
model based retrieval method. However, in some cases, 
important documents cannot be added in the cluster as 
there are small numbers of “Problem” and “Solution” key-
words in the collection.

From the literature, it is evident that Boolean search 
has certain limitations. To overcome the similarity issue 
between queries and patent documents caused by Boolean 
search, Vector Space Model (VSM) is also suggested 
where terms, documents and queries are represented as 
vectors73. This model was initially proposed by Gerard 
Salton74. The dimension of the vectors corresponds to 
the unique terms in the document collection and a value 
indicates the frequency of this term. A user query is also 
considered as a document in the search space. The query 
vector is compared with the document vector for finding 
similarity using cosine of the angle between the docu-
ment and the query vector75.

In most of the studies, complete patent application 
has been considered to retrieve the relevant patents for 
prior art. However, a novel approach is suggested which 
looks at the prior art from the inventor’s perspective 
and consider ideas (partial application) to form a query 
rather than full application76. This study uses series of 
various query expansion and query reduction techniques 
and reports that Rocchio based relevance feedback for 
query expansion is more effective for short queries such 
as “title” while maximal marginal relevance based query 
expansion gives comparatively better result for medium 
length queries based on “abstract” or “description”. The 
study also report that VSM model performs better for 
short queries while BM25 perform best when dealing 
with long queries.
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Studies have shown that VSM and ontology based 
patent retrieval can be developed to improve preci-
sion of search results and rank them by similarities77. It 
is also reported that at preprocessing level, if additional 
morphological decompounding module is introduced, 
it positively influences the performance of VSM in dis-
covering the similarities between patent claims78. Though 
VSM is a very effective method in information retrieval, 
it also has some limitations like large dimensionality 
due to long documents, search keywords must precisely 
match document terms and lack of semantic relationship 
between the data items79. In VSM model, indexing vocab-
ulary changes as soon as changes occur in the document 
set, or in the indexing vocabulary selection algorithms, or 
in parameters of the algorithms, or if wording evolution 
occurs. To solve this issue, it is proposed, specifically for 
patent retrieval, to use IPC codes, to generate the index-
ing vocabulary for presenting all the patent documents80.

To overcome the limitation of keyword searching and 
VSM, studies have suggested the use of Latent semantic 
analysis (LSA)79,81. In the seminal paper82, Deerwester 
introduces a statistical technique “Latent Semantic 
Indexing” (LSI) which is based on a document‐by‐key-
word matrix of large dimension where dimension is 
reduced using singular value decomposition (SVD). LSI 
also deals in the resolution to synonym and polysemy to 
some extent. In this statistical technique, latent concepts 
are derived by utilizing term co‐occurrence. Words are 
considered semantically associated when they frequently 
occur together83. In literature, a patent document retrieval 
system is proposed which utilizes LSI to recognize syn-
onymous expressions to address semantic and syntactic 
properties84. The system selects those patent documents 
whose abstract vectors lie in the neighborhood of the 
query vector to narrow down the search space. It then 
uses the form based template matching algorithm85 to 
calculate the similarities of the document and the query. 
This approach uses only abstract field whereas many 
researchers have suggested that description/background 
section of the patent is more relevant. This system is yet 
to be verified.

Studies have also shown that results can be enhanced 
by using text clustering along with tailored Singular Value 
Decomposition (SVD) parameters to the specific patent 
corpus. Such techniques can be used to address ambigui-
ties in language81. An appropriate selection of a number 
(k) to truncate SVD is very important as low k results in 
missing out some important factors while a high k gen-

erates noise resulting in an equivalent VSM86. In patent 
searching, accuracy is very important and the choice of k 
during SVD has shown to have substantial effect on accu-
racy83,87,88, and in theory there is no method which exists 
to determine the optimum value of k and hence empirical 
testing is a must86. In another study, it is reported that the 
value of k=80 is sufficiently enough in the truncation of 
SVD for obtaining satisfying results in the patent retrieval 
process89. The study also highlights that Latent Semantic 
Indexing (LSI) slightly improve results compared to the 
standard VSM. However, dimensionality reduction tech-
nique in SVD and LSA do not yield the best results when 
working with smaller patent dataset89. Although LSI works 
well on large data set, it comes at a cost since it requires 
huge storage size and more computation time90. To over-
come such limitation, a divide‐and‐conquer approach is 
proposed for retrieving similar patents from a large‐scale 
patent collection. The approach first divides patents into 
200 categories based on IPC and for each category, LSI is 
applied repeatedly for reducing dimension and extracting 
features.

Though latent semantic indexing is known to improve 
retrieval effectiveness, developing an accurate latent seman-
tic based search engine in patent domain is still an active 
research area86. Latent Semantic Analysis may find its way as 
an assisting technology, rather than relying fully on its ability 
(or inability) to detect document similarity36. Its theoretical 
foundation also remains unsatisfactory and incomplete to a 
larger extent. A more principled novel method for unsuper-
vised learning, called Probabilistic Latent Semantic Analysis 
(PLSA), is proposed by Hofmann which is based on a sta-
tistical latent class model and possesses a sound statistical 
foundation91,92. In case of LSA, empirical testing needs to 
be carried out to determine the optimal value of k86 while 
in PLSA a probabilistic approach is used to determine the 
value of k90. With experimentally verified substantial perfor-
mance gains, Probabilistic Latent Semantic has a wide range 
of applications in text mining and information retrieval. 
However, this technique is not much explored in the patent 
domain. In paper93, researchers propose the use of PLSA on 
large corpora of the patent documents for the classification 
of newly drafted patent documents. The study claims that 
the results are superior to all methods reported in scientific 
and technical prior art so far, however the evaluation detail 
is not reported in the study. Study shows that more resources 
to process large corpus of patent documents and efficient 
and effective models of parallel and grid computing may 
be of help94. Google’s patented Map Reduce programming 
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model95 provides an efficient framework for processing large 
data sets with a parallel, distributed algorithm on a cluster 
and provides efficient and reliable distributed data storage 
required for applications involving large data sets. Various 
benefits of Map Reduce implementation have been reported 
in the literature96; however, its application in the patent 
retrieval is yet to be explored. 

It is apparent from the literature review that various 
research works have been carried out to yield better results 
in patent retrieval task by refining existing IR techniques 
or by using standard approaches at the various stages of 
the patent retrieval task or by combining multiple tech-
niques. A summary for various research studies reviewed 
in this papers is given in Table 2.

Table 2. Summary of research studies carried out in patent information retrieval
Techniques/
Approaches 

Publications Methodology Remarks/limitations 

IPC Based 34 IPC based Knowledge 
representations of data, 
BM25,

Broad categorization, 
Complex class definitions, 
Sparse class assignments 
Class definition revised 
every year

13 IPC-based clusters Difficult to discriminate 
documents in same 
cluster 

20, 31, 62 Exploited the IPC codes 
for document ranking and 
filtering

Patent features 
and Query 
Formulation

45 Claim and Citation linking, 
PageRank algorithm, BM25

Citation may improve the 
accuracy
Not all patents are cited, 
Have different degree of 
relevancy, 
Biased retrieval as TFIDF 
and OKAPI-BM25 favor 
large terms frequencies ,
Due to unusual vocabulary 
usage, bigram, unigram do 
not work 

41,43 Citation from descriptions, 
multiple indexing for 
languages, concept 
from Wikipedia, LM,KL 
divergence, BM25, OPS, 
Key-phrase extraction, SVM

Best run in CLEF-IP 
2009, 2010. 
Complex architecture, 
manually annotation to 
train the Classifier 

31 Claim segmentation, 
multiple queries, Entropy 
calculation, BM25

20,21 Utilize all fields, learning to 
rank, unigram, LM, tf-idf, 
unigrams

One field a time, 
“background summary” 
is important section

14 Utilized all fields, LLQM, 
IPC filtering, BM25, 

“Description” is the best 
field, combination of 
fields & merging ranked 
list is not effective. 

76 Query formulation from 
partial patent application

prior art from the 
inventor’s perspective

61 oracular query, LM and 
BM25

minimal interactive 
method perform better
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6. Research Directions
The literature review points out to multiple research direc-
tions which may be used for the effective patent retrieval. 
This is depicted in the Figure 2. Further, it is also evident 
that research need to consider the following basic ques-
tions before deriving any new patent retrieval technique: 

•	 Are conventional retrieval techniques effective in pat-
ent information retrieval?

•	 How to exploit structured and unstructured informa-
tion in the patent documents for better retrieval?

•	 What are the effects of technological domains on pat-
ent retrieval?

•	 Does the length of patent document affect the effec-
tiveness?

•	 What effect does the size of patent dataset have on effi-
ciency and effectiveness of patent retrieval?

•	 How different sections of patent documents influence 
the effectiveness?

7. Conclusion
With the rapid increase in the worldwide patent data and 
its use, effective retrieval of patent information is impor-
tant for businesses and innovations. The literature review 
highlights the fact that patent is a special document and 
its retrieval is a challenging task. Various information 
retrieval models, algorithms and techniques have been 
suggested by researchers, however no single technique is 
proved to be effective for patent retrieval. The knowledge 
based retrieval frameworks proposed are in their infancy 
stage. They are not fully validated and tested on actual 
patent data sets. Studies on patent query formulations 
using query expansion and query reduction techniques 
have seldom shown enhancement of effective retrieval. 
The use of IPC at post-processing may yield better results, 
if combined with patent text, for ranking and filtering. 
Considering the various techniques and frameworks 
available and their limitations, there is a lot of scope in the 

field of patent retrieval techniques which makes a room 
for further research to be taken up in this domain.
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