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1.  Introduction

Radio-electric spectrum occupancy is widely studied due 
to its importance for the construction of new spectrum 
assigning policies in emerging technologies, as well as 
in monitoring activities in both licensed and unlicensed 
bands. Real measurements for spectrum use within a 
determined band, allows the corresponding authorities to 
guarantee that licenses meet local and regional spectrum 
regulations1,2. On the other hand, precise parameter 
estimates like time quantity and geographical region 
where the different spectrum band is actually used bring 
useful information to determine spectral opportunities 
for variant technologies within a domain3. In this paper 
such technologies correspond to GSM technology variant 
in time domain.

The spectrum sensing in CR provides the necessary 

information about the status of the wireless channels, 
modeling and prediction of communications activity. 
This could contribute to spectral efficiency improvement 
efforts4-11. The prediction information of the channel 
status can be used by SUs to decide the sensing periods and 
channel occupancy duration for a single channel sensing 
scenario12. Besides, based on prediction information, SUs 
can select the channels with higher probability of vacancy 
in multi-channel wideband sensing scenarios13, and also 
primary users (PUs) occupancy models can be used as 
empty channel indicators replacing the spectrum sensing 
procedures4,14.

Different initiatives for radio-electric spectrum 
channel modeling have been proposed4,15-22. The difference 
between those proposals and the present work lies in that, 
in the first ones, the duty cycle time series is modeled 
for different types of channels, whereas in our proposal 

Abstract
Objectives: The analysis of spatial opportunities to reuse frequencies by secondary users (SU) in a Cognitive Radio (CR) 
network is the main objective of this work. Methods/Statistical Analysis: Here lineal and no-lineal models are developed 
and evaluated to forecast the received power of different channels base on measurements performed in Bogota Colombia 
for the global system for mobile communication (GSM) bands. Seasonal autoregressive integrated moving average 
(SARIMA), generalized autoregressive conditional heteroskedastic (GARCH), Markov, empirical mode decomposition-
support vector regression (EMD-SVR) and wavelet neural models were utilized for the forecasting of the channel occupancy.  
Findings: The analysis performed shows that the wavelet neural model presents less error for the received power forecast 
compared to the other models analyzed and developed in this work. This is in particular for the different types of mean 
absolute error evaluated. In addition, the accuracy percentage reach by the wavelet neural model is greater than 95% for 
the forecast of the availability and occupancy times of channels. Application/Improvements: Accordingly, this research 
indicates that wavelet neural model depicts a hopefuloption to CR systems, in order to forecast received power for the 
detection of spectral opportunities.

Keywords: Forecast Models, Primary User, Radio-electric Spectrum, Secondary User, Time Series

Study of Models to Forecast the Radio-electric 
Spectrum Occupancy 

Luis F. Pedraza1*, Cesar A. Hernandez1 and E. Rodriguez-Colina2

1Universidad Distrital Francisco José de Caldas, Bogota, Colombia. and Universidad Nacional de Colombia, 
Industrial and Systems Engineering Department, Bogota, Colombia;  

lfpedrazam@udistrital.edu.co, cahernandezs@udistrital.edu.co, lufpedrazama@unal.edu.co  
2Universidad Autónoma Metropolitana Iztapalapa, Electrical Engineering Department, Mexico City,  

14387 Ciudad de, Mexico; erod@xanum.uam.mx.



Vol 9 (48) | December 2016 | www.indjst.org Indian Journal of Science and Technology2

Study of Models to Forecast the Radio-electric Spectrum Occupancy 

the time series of received power in three GSM channels 
is modeled by means of different occupancy levels. For 
this purpose, two linear and three nonlinear models have 
been employed. The following linear models were used 
initially: SARIMA model, which is adequate for analyzing 
time series with seasonality, in accordance with different 
studies23-25. In the second place, GARCH model, which 
had been applied to traffic modeling and forecast for 
different communications networks, was also used26-28.

The three nonlinear models employed were, in the 
first place, the Markov model, which has been used 
especially to forecast binary channel occupation17,18 in 
wireless networks. For example in29, a discrete Markov 
chain was implemented to model duty cycles of channels 
with different wireless technologies. Second, the EMD-
SVR model, combining Support Vector Regression 
(SVR), which is an appropriate method to forecast non-
stationary signals, and Empirical Mode Decomposition 
(EMD), used to analyze both stationary and non-
stationary signals. In19 the EMD-SVR algorithm showed 
good results at forecasting the signal of a radar frequency 
monitoring system. Finally, the wavelet neural model was 
considered on the basis of the highly accurate results it 
has proven in forecasting different types of time series30-34.

The analysis of the results obtained in the forecasts by 
the models is based on the following variables: availability 
time of the channel, occupancy time of the channel, 
observation time and error criteria analysis (symmetrical 
mean absolute percentage error (SMAPE), mean absolute 
percentage error (MAPE) and mean absolute error 
(MAE))35-37.

The remainder of this paper is then divided into the 
following sections: section 2 describes the characteristics 
of the models employed; in section 3 the statistical 
analysis of the spectrum measures and the models’ design 
is carried out; Section 4 presents comparative results of 
the models studied; and section 5 shows the conclusions 
drawn in this paper.

2.  �Models for Forecasting 
Spectrum Occupancy

GARCH and SARIMA are deployed in a time series 
that is assumed as linear and with a known statistical 
distribution. As it is presented below, this is partially 

met in long-term analysis of time series measurements. 
Then, the models that will be described start from the 
assumption of non-linear time series38. This is particularly 
true for short-term analyses.

2.1 �Seasonal Autoregressive Integrated 
Moving Average Model 

In general, if a time series displays potential seasonality 
indexed by s, then using a multiplied seasonal ARIMA 
(p,d,q) (P,D,Q)s model is beneficial, where d is the level 
of non-seasonal differencing, p is the autoregressive (AR) 
non-seasonal order, q is the moving average (MA) non-
seasonal order, P is the number of seasonal autoregressive 
terms, D is the number of seasonal differences, and Q is the 
number of seasonal moving average terms. The seasonal 
autoregressive integrated moving average model39 is given 
in the equation (1),

 		  (1)

where B is the backward shift operator, xt is the 
observed time series of load at time t, et is the independent, 
identical, normally distributed error (random shock) at 
period t; , ɸp(Bs) and ΘQ(Bs) are the 
seasonal AR(p) and MA(q) operators, respectively, which 
are defined39 in equations (2) and (3),

 	 (2)
	 (3)

where ɸ1,ɸ2,…, ɸp are the parameters of the seasonal 
AR(p) model, and Θ1, Θ2,…, ΘQ are the parameters of the 
seasonal MA(q)25.

The Box-Jenkins methodology consists of four 
iterative steps40:
Step 1: Identification. This step focuses on the selection of 
d, D, p, P, q and Q. The number of order can be identified 
by observing the sample autocorrelations (ACF) and the 
sample partial autocorrelations (PACF).
Step 2: Estimation. The historical data is used to estimate 
the parameters of the tentative model in Step 1.
Step 3: Diagnostic checking. Diagnostic test is used to 
check the adequacy of the tentative model.
Step 4: Forecasting. The final model in Step 3 is used to 
forecast the values40,41.
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2.2 �Generalized Autoregressive Conditional 
Heteroskedastic Model

An important number of models, most of which have the 
property that conditional variance depends on past, have 
been proposed for capturing special data characteristics. 
Models commonly used are those with autoregressive 
conditional heteroskedastic (ARCH) introduced in42 
and generalized ARCH (GARCH) given by43. Modeling 
ARCH-GARCH considers conditional error variance, as 
a compression function of the past of the series.  

ARCH modeling usually requires a great amount of 
lags q, and therefore a great number of parameters. This 
might yield a model with a great number of parameters, 
which is opposed to the parsimony principle. This 
fact often entails difficulties when using the model to 
describe data in an adequate way42. On the contrary, a 
GARCH model uses an inferior quantity of parameters, 
which makes it preferable to an ARCH model44-46. In this 
paper, the GARCH model with order p ≥ 0 and q ≥ 0 for 
the discrete-time stochastic process rt is expressed in 
equations (4) and (5)

  			   (4)
 			  (5)

Where ɛt is an independent and identically distributed 
process with a zero mean and one standard deviation, 
µ is the mean constant offset, σt

2 is variance, and α0 is 
the constant in the conditional variance. Unknown 
parameters for model are α0, αi and βj for some positive 
integer p, q. 

Just as in an ARIMA model, ACF and PACF are 
useful for p and q order identification in a GARCH (p,q) 
process45.

2.3 Markovmodel
The parameters of the model are unknown and must be 
settle by taking observable data into consideration. The 
main idea behind a Hidden Markov Model (HMM) is 
that the latent state of the system, together with other 
non-observable information, are hidden as part of an 
observation process affected by some “noise”. This hidden 
information is assumed to keep track of the dynamics of 
the finite-state Markov chain in discrete or continuous 
time47.

1. Markov chain: Let (Ω, F, P) be a probability space and 
let (Xk)kЄN be a sequence of random variables in the state-
space set M = {m1, m2 ... mN}, where x is the function x: 
Ω→M and N is the set of natural numbers.

The process x is said to be a Markov chain if it satisfies 
Markov’s property47.

P(x(k+1) = m(x(k+1)) | x0 = m0,..., xk = mk) = P(x(k+1) = m(x(k+1))| 
xk = mk) 					     (6)

The initial distribution of x is defined by X = (Xm: 
mЄM), Xm = P(x = m) = P ({w: x (w) = m}). Furthermore, 
the Markov chain (Xk)kЄN is characterized by its transition 
probability matrix Π. For a particular element πji of the 
transition probability matrix we have47:

πji = P(x(k+1) = j | xk =i),  i, j Є M		   (7)

2 Hidden Markov model: In a HMM a Markov chain is 
embedded in a stochastic process, which is a series of 
observations. The Markov chain itself is not observable; 
this lies “hidden” in the observation. The aim is to estimate 
the underlying Markov chain, this is, filter the sequence 
{xk} out of the observations47.

3. Change of probability measure: A summary of a change 
of probability measure technique for the filtering process 
is shown below. The change of the measure technique 
has been widely used in filtering applications. It was 
introduced for the stochastic filtering in48.

This new “ideal” probability measure is equivalent 
to the real world measure, which is the measure under 
which we have the observation process. Changing the 
real measurement for an ideal one leads to easier ways of 
calculating filters such as the results of the Fubini-type, 
which can be used instead of direct calculations that 
require hard semimartingale methods.

4. Changes of the measure techniques: The theory of the 
evolution of the measures is based on the equivalence 
of two probability measures linked through the Radon-
Nikodym theorem49.

5. Adaptive and recursive filters: The aim is to attain adaptive 
and recursive filters for the Markov chain. Adaptive filters 
enable coefficients to adjust to the current situation of 
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the series. This adjustment is achieved with the help of 
a recursive algorithm within the filter. Consequently, a 
“self-tuning” model is generated, which adjusts itself to 
changes in the time series data. In a recursive filter the 
filter’s previous output values are used as input for the 
calculations. 

The number of jumps of a Markov chain from a state r 
to a state s is considered in the time k defined by 47

  			   (8)

Where er and es are unitary vectors. 
Secondly, consider the occupation time, given by the 

length of time x spent in state r up to time k. This is given 
by 47

   				    (9)

An auxiliary process is also needed to estimate the 
vectors . This has the following form47:

 			   (10)

where g is a function.
The representation in discrete time of the reception 

power process is obtained from47.
 		  (11)

Where {xk} is a discrete time of the Markov chain, 
and  is the sequence of standard normal random 
variables, independent and identically distributed. For 
this discrete-time version the optimal parameters can be 
derived by means of filtering techniques47. The optimal 
parameter estimation is obtained through the technique 
of maximum likelihood estimation (MLE).

6. Expectation maximization algorithm. This algorithm 
is employed to derive estimations from the optimal 
parameters to the adjusted model parameter

. The Expectation 
Maximization (EM) algorithm is an iterative procedure to 
find the MLE in problems with incomplete data, in which 
calculating MLE may result difficult due to the missing 
values or the optimization of the likelihood function is 
analytically intractable47,50.

Figure 1 shows the HMM algorithm used to forecast 
the received power in the GSM channels. 

Figure 1.    Flow chart of hidden Markov model.

2.4 �Empirical Mode Decomposition and 
Support Vector Regression model

Down below are described the EMD and SVR methods, 
which were used together to forecast reception power of 
the GSM channels. 
1. Empirical mode decomposition. A principle of EMD is 
to decompose a signal x(t) into a sum of functions that 
satisfies two conditions19,51:
•	 The number of extreme and the number of zero 

crossings must be either equal or differ at most by 
one. 

•	 The mean value of the envelope defined by the 
local maxima and the envelope defined by the local 
minima is zero.

These functions are known as intrinsic mode functions 
(IMF) and are represented as imfi(t). IMFs are obtained 
using the Algorithm 1 shown below52:
(1) Initialize: r0(t)=x(t), i=1
(2) Extract the i-th IMF:

(a)Initialize: h0(t)= ri-1(t), j=1
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(b)Extract the local minima and maxima of hj-1(t) 
(c)Interpolate the local maxima and the local minima 

          by a cubic spline to form upper and lower envelopes of  
       hj-1(t)

(d)Calculate the mean mj-1(t) of the lower and  
       upper envelopes 

(e)hj(t)= hj-1(t)-mj-1(t)
(f)If stopping, the criterion is satisfied, then set 

       imfi(t)=hj(t) else go to (b) with j=j+1
(3) ri(t)= ri-1(t)-imfi(t)
(4) Ifri(t) still has 2 extreme at least, then go to 2with i=i+1 
else the decomposition is finished andri(t) is the residue.

Algorithm 1. Algorithm for the EMD52.
At the end of the algorithm we obtain.

  			   (12)

wherern(t) is the residue of the decomposition, which 
can be the mean tendency or a constant. 
1. Support vector regression. Consider a training data set

, where each xiЄRn denotes an input value and 
an objective value yi∈ R. The generic SVR constitutes a 
linear function53,54:

 				    (13)
Where φ(⋅) is a nonlinear mapping from Rn to a higher 

dimensional space called feature space. The regression 
vector w (w ⊂Rn) and the bias term b (b ∈ R) provide a 
solution to the convex optimization problem54,55:

		  (14)

where the parameter ε adjusts the size of the 
regression approximation error to control the support 
vector number and the generalization capacity. The larger 
is the value of ε, the lower is the accuracy. The presence 
of errors in the data set is measured by means of other 
internal parameters ξiy ξi

* called “slack variables”, which 
characterize the deviation of training samples outside 
the ε-margin19,55. In equation (14) C is a constant that 
determines sanctions to estimation errors. A considerable 
C assigns significant sanctions to errors, in such a way 
that the regression is trained to minimize errors with a 
lower generalization, while a smaller C assigns an inferior 
number of sanctions to errors19,53. In standard SVR the 

values of C and ε must be specified beforehand. 
The previous optimization problem can be easily 

solved using this double formulation19,53,55:
	

						      (15)
Subject to:

where the variables αiy αi
* are determined by quadratic 

programming techniques. Then, the solution of vector w 
and the SVR regression function are obtained from the 
following expressions53,56:

   				    (16)

  		  (17)

In equation (17) the scalar product in the feature space 
‹φ(xi),φ(x)› can be replaced by a kernel function k(xi,x). 
Kernel functions enable the dot product to be performed 
in high-dimensional feature space using low-dimensional 
space data input without knowing the transformation 
φ19,53. The most commonly employed kernel function is 
the Gaussian RBF with a width of σ19,53.

  			   (18)

2. Regression support vector in time series forecast. In the 
modeling and forecast of nonlinear time series, the phase 
space reconstruction (PSR) is essential19,57. In general 
terms, the dimension of phase space of nonlinear time 
series is likely to be very high, even infinite, which in most 
of the cases is not known. So, the information hidden in 
the time series can be exposed only when time series is 
expanded to multi-dimensional space19,58. Therefore, 
PSR permits to make forecasts, short term, of forward 
behavior of a time series, using information based only in 
previous values.

The traditional PSR often adopts a method called 
Coordinate Delay (CD)58. Given a time series , 
reconstruct the feature vector58:

 			   (19)
(m is embedding dimension, delay time sets in 1; 

t = m, m +1,…, N -1) modeling time series, consists in 
finding a function f: Rm → R between the self-correlative 
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input Xt and the output Yt, such that58:
 	   (20)

When applying SVR to process the training data set 
a time series forecast model can be created in 

the following way59:
 		  (21)

Where XN=(xN, xN-1, …, xN-(m-1))

3. Forecast model EMD-SVR. The EMD-SVR model, as 
it can be seen in Figure 2, uses the EMD algorithm to 
decompose data series {x1,…..,xl} in a finite set of IMFs. 
Then, the forecasts on these IMFs are made using SVR 
model to obtain the forecast value ; and finally, 
according to equation (12), the forecast value  can 
be found by the sum of previously forecast results13,19.

Figure 2.    EMD-SVR flow chart19. 

Through EMD the different information features of raw 
data can be displayed in several scales, reason for which 
this method may better capture the local fluctuations of 
this type of data. What is more, having each IMF similar 
frequency characteristics, simpler frequency components 
and strong regularity, EMD has the capacity to reduce the 
complexity of SVR modeling and improving SVR forecast 
and accuracy13,19.

2.5 Wavelet Neural Model
In60 the idea of “wavelet networks” is proposed, the theory 
combines both wavelets and neural nets.
4. Wavelet. The wavelets are a kind of functions used to 
locate a given function in the position and in the scale. 
Wavelets are the base of the wavelet transform, which 
“divides data from functions or operators into different 
frequency components, and then each component is 
studied with a resolution e to its scale”60-62. A wavelet is 
a “small wave” function, usually noted as ψ(·). A small 
wave grows and decreases in a finite period of time 
opposed to a “large wave”, such as the sine wave, which 
rises and decreases several times within an infinite period 
of time62. The function ψ(·) is generally referred to as 
mother wavelet. A wavelets family can be generated from 
translation and expansion of this mother wavelet31.

Discrete Wavelet Transform (DWT) uses mother 
wavelets such as Haar, Daubechies, Coefiman, among 
others. Through DWT, a signal in different frequency 
bands with different resolutions to decompose the signal 
into high scale is analyzed, which are low-frequency 
components also called approximate coefficients; and 
low scale, which are high-frequency components called 
detailed coefficients. This way, wavelet transform is an 
implementation of a filter bank that decomposes a signal 
into multiple signals63,64. Wavelet coefficients may be 
expressed as65:

			   (22)

  		  (23)
Where f[n] is the sample projection within time 

domain, φjo,k is the scale function and ψj,k is the translation 
function, which are discrete functions defined between 
[0,M-1], for a total of M dots. Coefficients in equation 
(22) represent the approximate coefficients, whereas in 
equation (23) they represent the detailed coefficients. 
5. Neural network. The neural network has a series 
of external inputs and outputs that take or supply 
information to the surrounding environment. Inter-
neural connections receive the name of synapses which 
have associated weights. These weights are used to store 
the knowledge received from the environment. Learning 
is achieved by adjusting these weights according to a 
learning algorithm. It is also possible for neurons to 
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evolve by modifying their own topology, which occurs 
by the fact that neurons may die and new synapses may 
grow31,66.

Generally, a number of input/destinations are 
required in order to train a network. One neuron receives 
numerical information through a number of input 
nodes, internally processes it, and generates a response. 
Processing is usually carried out in two stages: firstly, 
input values are linearly combined; and secondly, the 
result is used as an argument of a nonlinear activation 
function. The combination uses the weights attributed to 
each connection, and a constant term. Figure 3 shows a 
scheme used to represent a neuron64. 

Figure 3.    Model of a neuron64. 

In Figure 3, the output of the neuron is given by64:
		  (24)

where xi is the neuron input, wi is the weight, θ is the 
offset and f is the activation function64.
6. Wavelet neural network. Wavelet neural networks 
combine the wavelets theory with the neural networks. 
In the model proposed in this paper, the processes 
corresponding to wavelet and the neural networks are 
carried out separately. The input signal is decomposed 
using a mother wavelet, then the coefficients are sent 
to the input of the multilayer back propagation neural 
network, and finally the output of the neural network 
is reconstructed by means of the wavelet analysis for 
obtaining the power forecast of the GSM channels. In 

Figure 4, the wavelet neural network model developed is 
presented. 

The neural model employed in this research makes 
use of a multilayer back propagation neural network, 
whose output error is propagated backwards to adjust 
the weights that involve the error minimization. The back 
propagation networks learn with the descending gradient 
method, which defines the way to train the output nodes 
in a multilayer network67.

Figure 4.    Wavelet neural network. 

3.  �Case Study and Experiment 
Procedure  

The decision to undertake this study was made during 
the spectrum measurements campaign held in Bogota-
Colombia where we obtained the measurements employed 
in the present work from a spectrum occupancy study 
previously carried out1,3. The band analyzed was the GSM 
850 MHz, as it is a band constantly used and viable for 
analysis in time function with conventional equipment, 
like a spectrum analyzer. Measurements used in this study 
correspond to a week, from December 23 to 29, 2012. In 
some studies68, it has been indicated that a reasonable 
option to obtain representative data without any a priori 
information about a band is to consider measurement 
periods of at least 24 hours in order to avoid under or 
overestimating frequency bands occupancy with some 
temporary patterns. Although a 24 hours measurement 
period could be thought as sufficient in order to properly 
characterize the activity of determined spectrum bands69, 
in this research 7 days were analyzed, including patterns 
for workdays and weekends. Additionally, this time period 
is sufficient to measure occupancy in mobile networks 
with low use, as indicated in69. Thus, the data gathered 
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along the 7 days were used to train the models previously 
presented and to particularly forecast the reception power 
data for Friday from 5 pm to 6 pm. This period was chosen 
since during this time an increased use of the channels by 
PUs was perceived.

The channels to be modeled were selected after 
measuring the duty cycles of 60 channels at GSM band. 
From these, three channels with different occupancy 
levels (high, medium and low), were chosen. Figure 5 
presents results of power measure for three downlink 
channels during a week. Spectrum analyzer configuration 
for this band was the following: a resolution bandwidth 
of 100kHz with a sweep time of 290ms, which guarantees 
GSM signal detection with a bandwidth of 200kHz. Daily 
duty cycles from Pus in selected channels are shown in 
Figure 6. The threshold (λ) used, which for this event 
is of -89dBm, was obtained from equation (25) with a 
probability of false alarm (Pfa) of 1%70:

					     (25)

where Г(.) y Γ(. , .) are complete and incomplete 
gamma functions, respectively, and m is the product of 
time times bandwidth.
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Figure 5.    Power measurements for three GSM band 
downlink channels41.
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Figure 6.    Duty cycles for three GSM band downlink 
channels41.

Figures 7, 8 and 9 present histograms corresponding 
to opportunities distribution during time periods of GSM 
band channels; it is noted that such opportunities have 
an exponential behavior, whose approximate equations 
are exhibited in each figure. When channel occupancy 
increased occurrence was present especially during 
shorter time periods. In low, medium and high occupancy 
channels, total times of opportunities were approximately 
84 hours, 81 hours and 78 hours, respectively, which 
indicates a relatively low occupancy. 
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Figure 7.    Time period opportunities distribution for low 
channel.
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Figure 8.    Time period opportunities distribution for 
medium channel.

0 20 40 60 80 100 120 140 160 180 200
0

1000

2000

3000

4000

5000

6000

Time period in multiples of 290ms

O
cc

ur
re

nc
e

Maximum value = 10250

A*exp(-at)

t = 290 ms
A = 12240
a = 0.545
R2 = 0.9942

Maximum value = 2300

Figure 9.    Time period opportunities distribution for high 
channel. 

Following, we proceeded to analyze the time series of 
measured channels during a week, which were equivalent 
to 1062514 samples. To do this, ACF is initially presented, 
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as it is observed in Figure 10. ACF diagrams for the three 
channels present a form which is alternately positive 
and negative, decaying to zero, for which they could be, 
considered as short term correlations41.

Figure 10.    Autocorrelation for three GSM band downlink 
channels41.

When analyzing channels stationarity of Figure 10, 
it is observed that the mean and variance are constant 
and similar to each other, on each one of the days from 
Monday to Friday. Therefore measurements on weekend 
are not taken into consideration when training the 
analyzed models, because the mean and variance are 
not similar and change in significant way regarding to 
measurements from Monday to Friday.

3.1 Design of SARIMA Model 
In Figure 11 the trend and seasonality are presented in 
occupancy level for the three channels. Seasonality had 
a period of 24 hours, practically without trend and with 
stationary components, which makes possible the use 
of a SARIMA model to forecast behavior of the GSM 
channels41.

Figure 11.    Seasonality and trend components of the GSM 
channels41.
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Delay difference s, which for this event is selected 
as five (∆5), was equivalent to the number of days of 

the week in which signal was stationary19. Applying the 
augmented Dickey–Fuller test71, in the series of three 
channels between Mondays to Friday, the null hypothesis 
of unit root is rejected, which indicates stationarity. In 
order to find the parameters of SARIMA (p, d, q) (P, D, 
Q)s model, ACF and PACF were calculated for ∆5  of 
respective channels, as it is shown in Figure 12.

Figure 12.    Simple and partial autocorrelation for GSM 
channels41. 
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Using Box-Jenkins methodology39, Figure 12 shows 
that PACF of ∆5 decays to zero with a seasonal pattern 
and crosses confidence level initially in lag 5 for negative 
side. This suggests that a term non-seasonal AR(1) could 
be used, and a seasonal MA(5) could be added.

In order to avoid forecast overestimation (small 
variance and big errors), the Akaike information criterion 
(AIC)72 was selected to evaluate different reasonable 
combinations, as it is observed in Table 1. Thus, the selected 
models were: SARIMA(1,0,5)(1,0,1)5, SARIMA(1,0,5)
(0,0,1)5 and SARIMA(1,0,5)(0,0,1)5, for occupancy levels 
of low, medium and high channels, respectively, and the 
characteristic equations, in the same order are:

	
						      (26)

	
						      (27)

	
						      (28)

Table 1.    AIC values for different SARIMA models
p d q P D Q Low oc-

cupancy 
channel 

AIC

Medium 
occupancy 

channel 
AIC

High 
occupancy 

channel 
AIC

1 0 5 0 0 1 -8.24 -30.6 -50.82
1 0 5 1 0 0 -8.3 -32.7 -51.7
1 1 5 0 0 1 -14.1 -46.9 -76.2
1 0 5 1 0 1 -8.19 -32.6 -50.9
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3.2 Design of GARCH Model
When analyzing in detail the large amount of acquired 
information, the existence of standard deviation was 
observed; therefore the GARCH model was used to 
forecast the behavior of measured series. Stochastic 
models ARIMA and SARIMA are methods for univariate 
modeling. The main difference among former models and 
GARCH model lies in the constant variance assumption.

Even though for the developed model there is 
stationarity in original signal from Monday to Friday, for 
this case the fifth difference is developed because there is 
a greater degree of stationarity. In Figure 13 the difference 
for each channel is presented. Channel measurements are 
converted into returns by logarithmic transformation. 
The logarithmic returns are defined in equation (29),

					     (29)

where, Pt is power value in time t and Pt-1 is power 
value in time t-1.

Figure 13.    Fifth difference of measured powers in 
channels of GSM band.

Now we present a formal statistical test in order 
to found the existence of ARCH effects in the data and 
correlation. H = 0 implies that there exist no significant 
correlation as well as H = 1 indicates that there occurs a 
significant correlation. In Tables 2 and 3, all the p values 
show that Ljung-Box-Pierce Q-Test and Engle ARCH test 
in lag 10, 15 and 20 are significant, revealing the existence 
of ARCH effects (heteroskedasticity), indicating that 
GARCH modeling is appropriate.

Table 2.    Ljung-Box-Pierce Q-Test for autocorrelation: 
(at 95% confidence) for GSM channels
Lag H p 

value
Low 

channel 
statistical 

test

Medium 
channel 

statistical 
test

High 
channel 

statistical 
test

Critical 
value

10 1 0 725124 731923 731240 18.3
15 1 0 725136 731956 731266 24.99
20 1 0 725138 731996 731313 31.41

Table 3.    Engle ARCH test for heteroskedasticity: (at 
95% confidence) for GSM channels
Lag H p 

value
Low 

channel 
statistical 

test

Medium 
channel 

statistical 
test

High 
channel 

statistical 
test

Critical 
value

10 1 0 574940 578554 576595 18.3
15 1 0 578008 581225 579079 24.99
20 1 0 578710 581829 579500 31.41

Dependence in data x1,…,xn was determined by 
computing correlations. This was done by representing 
the ACF.

If the time series is the result of a fully random 
phenomenon, the autocorrelation should be close to zero 
for all the time-lag separations. Otherwise, one or more 
of the autocorrelations will be considerably different 
from zero. Other useful way to examine dependencies 
of the series is to revise the PACF, where the reliance 
of intermediate elements (those within the lag) is 
eliminated41. In Figure 14, graphs of ACF, PACF and ACF 
of square returns present the existence of correlation in 
data of channels occupancy.

Figure 14.    Correlation graphs for GSM band channels.
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Below, in Tables  4, 5 and 6, the evaluation and selection 
of the GARCH model for each channel was performed.

The GARCH model selection for each channel was 
done by fulfilling criterion, so the model 
is stationary and then taking into account the more 
proximate values to zero of MAE, MAPE and SMAPE 
from Tables 4, 5 and 6. Therefore, the selected models 
for low, medium and high channel are GARCH(2,2), 
GARCH(0,2) and GARCH(0,1), respectively. 

Parameters for low channel model were estimated 
and are presented in Table 7. GARCH(2,2), where 

 is fulfilled.

Table 7.    Parameters estimation for low channel model
Parameter Estimated 

value
Standard 

error
t value

µ - 96.112 0.0019308 -49778.3308
α0 0.003516 0.00041447 8.4833
GARCH(1) 0.098255 0.19212 0.5114
GARCH(2) 0.90062 0.19201 4.6905
ARCH(1) 0.00029573 0.00018772 1.5753
ARCH(2) 0 0.00020886 0

Thus, the model according to Table 7 is presented in 
equations (30) and (31),

				    (30)
	

						      (31)
For medium channel, GARCH (0,2), model values 

presented in Table 8 are estimated.

Table 8.    Parameters estimation for medium channel 
model
Parameter Estimated 

value
Standard 

error
t value

µ -95.061        0.0024331 -39069.8019
α0 5 0.012924 386.8834
ARCH(1) 0.085692 0.0010392 82.4572
ARCH(2) 0.088298 0.0010582 83.4378

Therefore, equations (32) and (33) are obtained,
				    (32)

		  (33)
For high channel, GARCH(0,1), the following 

parameters were obtained, as shown in Table 9.

Table 4.    GARCH model comparison for low channel
Model AIC BIC Standard error Log likelihood SMAPE MAPE MAE
GARCH(0,1) 201838 201873 7.8x10-4 96127.5 0.0249 0.0253 2.3606
GARCH(1,1) 192263 192309 7.82x10-4 96127.5 0.0249 0.0253 2.3604
GARCH(0,2) 192622 192649 7.8x10-4 96127.5 0.0248 0.0252 2.3492
GARCH(1,2) 192265 192299 0.0016 96127.5 0.0244 0.0248 2.3075
GARCH(2,1) 191587 191621 7.33x10-4 96127.5 0.0251 0.0255 2.3792
GARCH(2,2) 191581 191622 0.0034 96127.5 0.0243 0.0247 2.3060

Table 5.    GARCH model comparison for medium channel
Model AIC BIC Standard error Log likelihood SMAPE MAPE MAE
GARCH(0,1) 876834 876854 7.6x10-4 422041 0.0374 0.0393 3.4198
GARCH(1,1) 844089 844117 6.6x10-4 422041 0.0427 0.0440 3.8676
GARCH(0,2) 844984 845012 6.6x10-4 422041 0.0375 0.0395 3.4385
GARCH(1,2) 844091 844125 0.0012 422041 0.0411 0.0429 3.7699
GARCH(2,1) 843470 843504 6.0x10-4 422041 0.0410 0.0427 3.7531
GARCH(2,2) 843472 843513 5.0x10-4 422041 0.0434 0.0452 3.9895

Table 6.    GARCH model comparison for high channel
Model AIC BIC Standard error Log likelihood SMAPE MAPE MAE
GARCH(0,1) 122311 122311 7.8x10-4 608609 0.0514 0.0542 4.656
GARCH(1,1) 121722 121725 6.6x10-4 608609 0.055 0.058 5.013
GARCH(0,2) 122030 122033 6.7x10-4 608609 0.053 0.055 4.795
GARCH(1,2) 121722 121726 5.3x10-4 608609 0.056 0.059 5.127
GARCH(2,1) 121430 121434 6.5x10-4 608609 0.054 0.057 4.922
GARCH(2,2) 121431 121435 5.4x10-4 608609 0.062 0.067 5.939
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Table 9.    Parameters estimation for high channel 
model
Parameter Estimated 

value
Standard 

error
t value

µ -94.585        0.0026236 -36051.8702
α0 5 0.015341 325.9324
ARCH(1) 0.86058 0.0044771 192.2169

Then the model is described in equations (34) and 
(35),

				    (34)
			   (35)

ARCH-GARCH model analysis is based on 
evaluation of standardized residuals46. One assumption 
with GARCH model is that for an advantageous model, 
residuals should follow a white noise process, this is, it 
is expected that residuals be at random, independent 
and identically distributed, following a normal 
distribution41. Figure 15 presents the relationship among 
innovations (residuals) derivate from adjusted model, 
the corresponding conditional standard deviations 
and returns. Figure 15 show that both innovations and 
returns exhibit variations. In the following we intend to 
find out if by performing GARCH the autocorrelation of 
the standardized innovations disappears, which would 
indicate the effectiveness of GARCH model.

Figure 15.    Innovations, conditional standard deviations 
and returns of GSM channels. 

Figure 16 corresponds to the autocorrelation of the 
squared standardized innovations, in which correlation 
was not observed.

Figure 16.    Autocorrelation of the squared standardized 
innovations of GSM channels. 

In Tables 10 and 11, results of Ljung-Box-Pierce Q-Test 

Table 10.    Ljung-Box-Pierce Q-Test in standardized innovations for GSM channels
Lag H Low channel 

p value
Medium chan-

nel p value
High chan-
nel p value

Low channel 
statistical test

Medium channel 
statistical test

High channel 
statistical test

Critical 
value

10 0 0.424 0.402 0.701 25787 26701 33455 18.3
15 0 0.7014 0.6883 0.8236 26447 28617 37143 24.99
20 0 0.947 0.876 0.9355 26945 30313 40772 31.41

Table 11.    Engle ARCH test in standardized innovations for GSM channels
Lag H Low chan-

nel p value
Medium chan-

nel p value
High chan-
nel p value

Low channel 
statistical test

Medium channel 
statistical test

High channel 
statistical test

Critical 
value

10 0 0.539 0.479 0.6212 26930 27093 33757 18.3
15 0 0.776 0.7144 0.7697 27432 28443 36248 24.99
20 0 0.908 0.863 0.8841 27792 29443 38240 31.41
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and Engle ARCH test for later analysis are presented 
using standardized innovations. These tests indicate no 
correlation presence or ARCH effects. We have GARCH 
effects and also correlation between innovations that 
disappear after treating the data. Therefore, the GARCH 
model is a proper model to explain the variances of the 
three channels.

Normality verification was performed by analyzing 
histograms of residuals and normal probability graph, as 
shown in Figure 17. The histograms of the three channels 
show that the residuals are normally distributed. In turn, 
the probability graph confirms that residuals respond to a 
normal distribution, since most of data are spread along 
the straight line.
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Figure 17.    Histogram of residuals and normal probability 
for GSM channels. 

3.3 Design of the Markov Model
The design of this model is based on the flow chart of Figure 
1. Since the estimations of the parameters are calculated 
through the Algorithm 1, initial values are selected for the 
implementation. These values must be reasonable for the 
algorithm to obtain the local maxima. Initial values to the 
algorithm can be found using the method of least squares 
in the first dots of the data. The estimation of the resulting 
parameters work as approximations to the initial values of 
the parameters  which are:
α = 1.53, γ = -96.3192 and ξ = 3.2551, α = 0.09, γ = -81.8678 
and ξ = 6.7551, α = 0.05, γ = -94.8265 and ξ = 8.7551, 

for the low, medium, and high occupancy channels, 
respectively. Initial values for the transition probability 
matrix Π are set in 1/N, where N indicates the number of 
states in which the implementation is defined. Reception 
power value to be forecasted can be calculated by46:

	
						      (36)

where  The number of states was chosen 

according to the minor AIC, in this case it is of three 
states, compared with the values of two and four states. 
Figures 18, 19 and 20 depict the evolution of parameters 

 and the transition probability after 1440, 1654 and 
1879 passes for the channels GSM with low, medium and 
high occupancy, respectively.
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Figure 18.    Evolution of the parameters α, γ, ξ and the 
transition probability of the low occupancy channel.

Figure 19.    Evolution of the parameters α, γ, ξ and the 
transition probability of the medium occupancy channel.

0 500 1000 1500 2000
0

0.5

1

Tr
an

si
tio

n 
pr

ob
ab

ilit
ie

s 
 

Number of passes

Evolution of the parameters for high occupancy channel

0 500 1000 1500 2000
-2

0

2

A
lp

ha

Number of passes

0 500 1000 1500 2000
-400

-200

0

200

G
am

m
a

Number of passes
0 500 1000 1500 2000

0

200

400

X
i

Number of passes

Figure 20.    Evolution of the parameters α, γ, ξ and the 
transition probability of the high occupancy channel.

3.4 Design of the EMD-SVR Model
The processing of the EMD-SVR model turned out to 
be the more time-consuming of the models presented, 
reason for which the computational resources used in the 
simulation were insufficient to process all the input data 
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(one week); therefore, the model had to be trained with 
152000 data, which approximately corresponded to a day 
of measurements. With these data, the following 6351 
values equivalent to Friday from 5 to 6 pm were forecasted 
and the results were then validated. The procedure carried 
out for the development of EMD-SVR model displayed in 
Figure 2 may be summarized in the following steps:

EMD algorithm was executed. In this step 10 data of 
the time series were obtained (9 IMF plus 1 residue) as 
shown in Figures 21, 22 and 23:
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Figure 21.    EMD data results for the low occupancy 
channel.
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Figure 22.    EMD data results for the medium occupancy 
channel.
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Figure 23.    EMD data results for the high occupancy 
channel.

•	 A normalized processing of data series was carried 
out in order to improve the model accuracy.

•	 Data was divided into two groups. The former group 
of 152000 data was used as training data set and the 
latter 6351 data were the test data set.

•	 The SVR model for each series of the branching 
based on the training data set was created, and then 
it was reconstructed and data corresponding to one 
hour were forecast.

3.5 Design of the Wavelet Neural Model
The input signal to the model, corresponding to the 
received power from the GSM channels is decomposed 
using the mother wavelet Discrete Meyer (dmey), whose 
results presented a lower error when compared with 
mother’s wavelet Daubechies, CoifletsandSymlets73. The 
result was two levels containing in total four coefficients. 

The multilayer back propagation neural network 
used in this study is depicted in Figure 4. It contains 
two inputs, two outputs and two hidden layers. The 
network was trained with the former 714952 data from 
the input signal and the number of training patterns was 
increased until the error decreased and became relatively 
constant, condition that was achieved for 1000 training 
patterns. Finally, the output of the neural network was 
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reconstructed by means of a wavelet analysis in order to 
obtain the forecasted power. 

4.  Results and Discussion

In Figure 24 an example is displayed where there is 
application of the designed time series models. Here, the 
user of CR detects the power from a primary Base Station 
(BS) and can shift through the cell coverage as indicated 
by the direction of the arrows. The CR user can forecast 
the power level it will receive from the primary BS.

Figure 24.    Example of application to forecast the received 
power from the BS. 

In the example of Figure 24, in order to analyze 
the time series models, the forecast of the power is 
performed by the CR user, making a comparison with 
the spectrum analyzer in which the measurements were 
made. However, this depends on the architecture of CR 
deployed in the environment. Due to the processor and 
power consumption being more limited in the CR user’s 
computer, it is recommended to use an infrastructure 
architecture where the forecast is carried out by the CR 
BS, which is provided with a better processor than the 
CR user, and has no limitations on power consumption. 
However, there is a time period between data capture 
in the environment and the processing, which adds a 
delay to the response. This must not be ignored, but the 
forecast helps to reduce the negative impact of the delayed 
response.

Figure 25 shows forecasts from the SARIMA model 
obtained from equations (26), (27) and (28); from the 
GARCH model based on equations (30), (31), (32), (33), 
(34) and (35), from the Markov model obtained from 
Figure 1; from the EMD-SVR model based on Figure 2; 
and from the wavelet neural model presented in Figure 4. 
These forecasts were contrasted with the power measured 

data for Friday from 5 pm to 6 pm. This period was chosen 
since during this time an increased use of the channels by 
Pus was perceived.

Figure 25.    Time series measured and forecasted for 
low, medium and high GSM channels using SARIMA, 
GARCH, Markov, EMD-SVR and wavelet neural models.

Availability and occupation times for the channels 
measured and forecasted are depicted in Figures 26 
and 27. Availability time makes possible to analyze the 
accuracy with which SUs may use the available time of 
GSM channels in a CR system. Likewise, occupation 
time helps to examine the accuracy within the time in 
which PUs make use of GSM channels. Average accuracy 
obtained between real and forecasted data, for occupancy 
time as well as for availability time are presented in Table 
12. The calculated for the three GSM channels selected.
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Figure 26.    Availability time of forecasted channels.
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Figure 27.    Occupancy time of forecasted channels.
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Tables 13, 14 and 15 display the errors between real 
and forecast data of the models. This analysis included 
different variables to estimate errors such as SMAPE, 
MAPE and MAE. Wavelet neural model offers lower error 
values than the other models in all the criteria analyzed. 
The reduction of the error with the wavelet neural model 
becomes from 10 to 80 times with regards to the other 
models. 

Figure 28 shows the evaluation of the performance 
facing the forecast. This analysis was carried out in a 
computer with a dual core processor of 2.4GHz and a RAM 
memory of 4GB. In the best of the cases: the SARIMA 
model diminishes error up to 7.8% in disadvantage of a 
158% in the observation time for the medium occupancy 
channel. The GARCH model wanes error about 12.8%with 
an increase in the observation time of 169% for the high 
occupancy channel. Also, the Markov model reduces 
error in 27% with an increment in the observation time of 
391% for the high occupancy channel. In the same way, in 
the EMD-SVR model forecast error decreases by as much 

as 12.1% at the expense of an increment in the observation 
time of 28% for the low occupancy channel. Then, in the 
wavelet neural method the total of the error is reduced 
in 5.45% in detriment of a 47.5% in the observation time 
for the low occupancy channel. Finally, the wavelet neural 
method reduces forecast error by as much as 99.6% when 
compared with Markov and GARCH models, and as 
much as 99.8% when compared with SARIMA and EMD-
SVR models.
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Figure 28.    Forecast error vs. Observation time.

Table 12.    Accuracy percentage of availability and occupancy times
Percentage of availability time accuracy Percentage of occupation time accuracy

Low occupancy 
channel

Medium occu-
pancy channel

High occupan-
cy-channel

Lowo-ccupan-
cy-channel

Medium occu-
pancy-channel

High occupan-
cy-channel

MARKOV model 31 41 32 79 46 60
EMD-SVR model 30 42 44 81 80 62
Wavelet neural model 100 97 99.8 100 95.1 99.9
SARIM Amodel 82 54 60 58 77 78
GARCH model 31 30 43 44 46.6 44.2

Table 13.    SMAPE comparison among the forecasted models
Channel-occupancy EMD-SVR Markov Wavelet neural SARIMA GARCH
Low 0.0681 0.0231 0.0017 0.0170 0.0243
Medium 0.0654 0.02 0.0020 0.0470 0.0375
High 0.0991 0.1201 0.0019 0.0488 0.0514

Table 14.    MAPE comparison among the forecasted models
Channel occupancy EMD-SVR Markov Wavelet neural SARIMA GARCH
Low 0.0556 0.0227 0.00089 0.0172 0.0247
Medium 0.0598 0.0189 0.0011 0.0466 0.0395
High 0.0890 0.1117 0.0010 0.0497 0.0542

Table 15.    MAE comparison among the forecasted models
Channel occupancy EMD-SVR Markov Wavelet neural SARIMA GARCH
Low 5.296 2.1336 0.0866 1.6042 2.306
Medium 5.411 1.6016 0.1 4.2987 3.4385
High 8.022 4.3067 0.1005 4.4195 4.6565
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5.  Conclusions

Two lineal models (SARIMA and GARCH) and three 
nonlinear models (Markov, EMD-SVR and wavelet neural) 
were evaluated in order to forecast the reception power 
in GSM band channels. The model wavelet neural proved 
more advantageous in a CR system over the SARIMA, 
GARCH, EMD-SVR and Markov models, as it presents 
very high accuracy in availability and occupancy times, 
with which the use of spectrum efficiency is improved and 
the interference level and collisions between PUs and SUs 
will be reduced. In addition, the different types of errors 
analyzed help demonstrate that the wavelet neural gave 
the most optimal results. Other important aspect is that 
even though SARIMA and GARCH models presented 
lower observation time than wavelet neural model, the 
forecast error is much lower by using the aforementioned 
model. As observed, at the best of the cases, observation 
times of less than 29 seconds for the three GSM channels 
are achievable, which makes feasible its use in practical 
CR systems. 

For a CR system, the forecast developed in the GSM 
band could help to improve the use of spectral efficiency, 
since it would allow CR users to share channels and avoid 
collisions with PUs in the found opportunities.

The time series models forecast not only the reception 
power; but the occupation and availability times for GSM 
channels. It would also be feasible to use the training 
data from one day for the forecast of a CR user’s received 
power from a primary BS. 

The significance of the forecast of received power is 
that CR users can save energy in the process of detecting 
the spectrum, take advantage of spectral opportunities, 
thereby increasing the rate of successful transmission and 
transmission opportunities, reduce the time to find an 
available channel, and adjust transmission power levels to 
protect against collisions and interference with the PUs.
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