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Abstract
Mammography is the most perceptive method for the detection of early breast cancer. The abnormalities of breast are 
analyzed by digital mammogram images and the most important indicators of breast malignancy are microcalcifications 
and masses. An efficient Computer Aided Diagnosis (CAD) system for breast cancer classification is proposed in this study 
based on Discrete Wavelet Transform (DWT), Symmetric Stochastic Neighbor Embedding (SSNE) and Support Vector 
Machine (SVM) using digital mammogram images. Two technical approaches are employed for feature selection from the 
wavelet decomposed mammogram for classification. They are based on the application of SSNE over the decomposed 
image. At first, SSNE is applied to the whole wavelet decomposed image whereas in the second technique it is applied to 
individual sub band of the wavelet decomposed image. The whole mammogram classification system is implemented in 
two consecutive stages. The first stage of the proposed system classifies the mammogram image into normal or abnormal. 
The severity of the predicted abnormality is further classified either it is benign or malignant associated with mass or 
microcalcification images. The performance of the proposed mammogram classification system is evaluated using 
Mammographic Image Analysis Society (MIAS) database images. 

1.  Introduction

A computer aided diagnostic system based on new tex-
ture shape feature coding is used to classify the masses 
is explained in1. The mass classification on mammo-
gram presents a great challenge for design of computer 
aided diagnostic systems due to the complexity of 
mass background and its mammographic charac-
teristics. SVM is used for the classification. Manly 

transformation and principal component analysis is 
used to reduce the high dimensional data. The classi-
fiers like SVM and Bayesian Networks are trained and 
tested using a k-fold cross-validation method. Ranklet 
is used as a classification features for classifying the 
masses in3. The dimensionality of the classification 
problem is reduced by using a recursive feature elimi-
nation technique without affecting the classification  
performances.
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Artificial neural network is used to classify the 
masses, which performs benign-malignant classification 
on region of interest that contains mass is explained in4. 
Texture is the major characteristics of mass classifica-
tion. The textural features used for characterizing the 
masses are mean, standard deviation, entropy, skew-
ness, kurtosis and uniformity. This method is used to 
increase the effectiveness and the efficiency. Texture 
analysis based on curvelet transform for the classifica-
tion of mammogram tissues is presented in5. The most 
discriminative texture features of regions of interest are 
extracted. Then, a nearest neighbor classifier based on 
Euclidian distance is constructed. The obtained results 
calculated using 5-fold cross validation. The approach 
consists of two steps, detecting the abnormalities and 
then classifies the abnormalities into benign and malig-
nant tumors.

Computerized schemes to classify masses by opti-
mizing certain criteria to classify cases into one of 
mutually exclusive classes are developed in6. It is based 
on Linear Discriminant Analysis (LDA). The features 
required to distinguish the benign from malignant 
masses are abnormality dependent. LDA in mix-
ture with stepwise feature selection is trained and 
tested on morphological features extracted using the 
machine segmentation and radiologist segmentation7. 
A novel opposition based classifier is developed8 which 
classifies breast masses into benign and malignant cat-
egories. A Multi Layer Perceptron (MLP) network with 
a novel learning rule, called Opposite Weighted Back 
Propagation (OWBP), is utilized as classifier. The fea-
tures include circularity, Zernike moments, contrast 
and average gray level.

The fractal modeling of the mammographic images 
and their background morphology is presented in9. For 
fractal modeling, the original image is first segmented 
into appropriate fractal boxes followed by identifying 
the fractal dimension of each windowed section. Then 
two-dimensional box counting algorithm is used which 
is based on the order of the computations; they are 
placed in an appropriate matrix to facilitate the required 
computations. Finally using eight features identified as 
characteristic features of tumors extracted from mammo-
gram images.

A novel semi-supervised k-means clustering is 
proposed for outlier detection in mammogram clas-
sification in10. The shape features are extracted from 
the digital mammograms, and k-means clustering is 

applied to cluster the features, the number of clusters 
is equal with the number of classes. A novel genetic 
association rule miner is applied with this reduced 
feature set to construct the association rules for clas-
sification. The performance is analyzed with rough 
set using receiver operating characteristic curve  
analysis.

A new classification approach using SVM for the 
detection of microcalcification clusters in digital mam-
mograms is proposed in11,16,17,18. Classifying data is a 
common task in machine learning. The microcalcification 
detection is formulated as a supervised learning problem 
and applies SVM as a classifier to determine at each pixel 
location in the mammogram if the microcalcification is 
present or not. In this study, the classification of breast 
malignancy, microcalcifications and masses is proposed 
based on DWT, SSNE and SVM.

2.  Methodology

The proposed CAD system for mammogram classifica-
tion is implemented based on DWT, SSNE and SVM. 

3.  Proposed Method

The proposed CAD system that uses digital mammo-
gram images for the diagnosis of breast cancer composed 
of three modules; feature extraction, feature selection 
and classification. These modules are employed for both 
microcalcification and mass system individually. All 
the stages are explained in detail in the following sub  
sections

3.1  Feature Extraction
Feature extraction is an essential pre processing step 
for variety of machine learning and pattern recog-
nition approaches. The first stage of the proposed 
mammogram classification system is feature extrac-
tion in which features are extracted by applying 
DWT on digital mammogram images. At the first, 
the Region Of Interest (ROI) mammogram image 
is decomposed by DWT at various levels of decom-
position from 2 to 6. It decomposes the image into 
approximation and detailed sub bands, in which k 
level DWT produces 13 +k sub bands. Figure 1. shows 
a sample mammogram image and its 2-level and 
3-level wavelet decomposition.



S. Mohan Kumar and G. Balakrishnan

Indian Journal of Science and Technology 3Vol 9 (47) | December 2016 | www.indjst.org 

(a) (b) (c)

Figure 1.  Digital mammograms decomposed by using 
DWT (a) original image (b) 2-level decomposition (c) 
3-level decomposition.

The decomposition produces vast number of wave-
let coefficients same as the size of the image. These high 
dimensional wavelet coefficients make the classification 
algorithm more complex. In order to ease the problem, 
the high dimensional feature space is reduced into low 
dimension space by dimension reduction techniques.

3.2  Feature Selection
Feature selection is a key process for simple and efficient 
breast cancer classification, where the computation com-
plexity of the system is reduced. In order to improve the 
efficiency of feature selection, the proposed mammogram 
classification system employed SSNE to predict whether 
the features are relevant or not. After feature extraction 
the informative features are found out by SSNE from the 
extracted wavelet coefficients. The course of action is 
applied for all the training normal, abnormal and asso-
ciated severity mammogram images. And the selected 
features are stored in database for further classification. The 
process of feature extraction and database creation is car-
ried out separately for mass and microcalcifications images. 

3.3  Classification Process
SVM is a powerful supervised learning classification 
approach, which is used as a classifier. Two-stage clas-
sification approach is implemented in the proposed 
mammogram classification system. In the first stage of 
classification, the sample mammogram image is classified 
into whether it is associated with normal or abnormal one 
by comparing the database 1 and the extracted unknown 
sample feature space. The features are extracted from the 
unknown sample image as same as what have done for 
training images. If the fist stage classifier categorizes the 
unknown image as abnormal, it goes to the second stage 
of the classification. Database 2 is used to categorize the 

abnormal image into associated severity such as whether 
it is benign or malignant. The classification process is 
done in separate manner for mass and microcalcification 
images with wavelet and wavelet sub band approaches. 

4.  Experimental Results

In order to evaluate the performance of the proposed 
system, experiments with MIAS database15 images are 
performed. The classification test for microcalcification 
and mass images are performed separately. The perfor-
mance of the microcalcification system is carried on 99 
normal images and 25 microcalcification images. Among 
the 25 abnormal images, there are 12 benign and 13 
malignant images available. All the images are considered 
for the classification test. The number of samples used for 
training the SVM classifier and testing images for clas-
sification is given in Table 1. Figure 2. shows 2 sample 
training images of normal, benign and malignant catego-
ries of microcalcification and similarly Figure 3. shows 2 
sample test images of each category.

Table 1.  Number of training and testing samples for 
microcalcification system
Category No. of 

Training Set
No. of 

testing Set
Normal 66 99
Abnormal 17 25
Microcalcification (Benign) 8 12
Microcalcification(Malignant) 9 13

(a) (b) (c)

Figure 2.  Sample training images used in microcalcification 
system (a) normal (b) benign (c) malignant.
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(a) (b) (c)

Figure 3.  Sample testing images used in microcalcification 
system (a) normal (b) benign (c) malignant.

The performance of the mass system is carried on 
99 normal images used in the microcalcification system 
and 56 mass images. Among the 56 abnormal images, 
there are 37 benign and 19 malignant images available. 
All the images are considered for the classification test. 
The number of samples used for training the SVM clas-
sifier and testing images for mass classification is given 
in Table 2. Figure 3. shows 2 sample training images of 
normal, benign and malignant images of mass categories 
and similarly Figure 4. shows 2 sample test images of each 
category.

Table 2.  Number of training and testing samples for mass 
classification
Category No. of Training Set No. of testing Set
Normal 66 99
Abnormal 37 56
Masses(Benign) 25 37
Masses(Malignant) 13 19

(a) (b) (c)

Figure 4.  Sample training images used in mass system  
(a) normal (b) benign (c) malignant.

(a) (b) (c)

Figure 5.  Sample testing images used in mass system  
(a) normal (b) benign (c) malignant.

Two technical approaches based CAD for mammo-
gram classification system is presented in this study. At 
first, the feature selection technique SSNE is applied for 

Table 3.  Classification accuracy of first stage using Wavelet, SSNE and SVM 
Level of
decomposition

Wavelet + SSNE + SVM
Microcalcification Mass

Normal (%) Abnormal (%) Average (%) Normal (%) Abnormal (%) Average (%)
2 98.99 84 91.49 95.95 87.5 91.72
3 100 80 90 97.97 82.14 90.06
4 98.99 84 91.49 92.92 87.5 90.21
5 98.99 76 87.49 94.94 83.92 89.43
6 98.99 84 91.49 91.91 85.71 88.81
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whole wavelet decomposed image and the correspond-
ing features are stored for classification .In the second 
approach, SSNE is applied to individual sub band of the 
wavelet decomposed image and then the reduced features 
of each sub-bands are fused together and given to the clas-
sifier. The classification accuracy obtained by using DWT 
and SSNE for the classification of microcalcification and 
mass in digital mammograms using SVM classifier is 
shown in Table 3.

For the classification of microcalcification and mass, 
the maximum classification accuracy obtained is 91.49% 
and 91.72% respectively at 2nd level of decomposition. 
The improvement in the classification accuracy at higher 
level decomposition is insignificant. Table 4. shows the  

classification accuracy obtained by SVM classifier at final 
stage of classification.

 It is clearly observed from the Table 4, microcalcifi-
cation benign patterns are classified very accurately with 
100% classification and the mass benign patterns hav-
ing 2.71% misclassification. In both cases, the maximum 
classification accuracy is obtained at 5th level of wavelet 
decomposition. The performance of this approach is bet-
ter for mass classification as the classification accuracy 
obtained by the mass system is consistent with over 90%. 
The performance of SSNE is again evaluated based on the 
computation of SSNE on wavelet sub-bands individually. 
Table 5. shows the classification accuracy obtained by this 
approach at first stage of classification.

Table 4.  Classification accuracy of final stage using Wavelet, SSNE and SVM
Level of
Decomposition

Wavelet + SSNE + SVM
Microcalcification Mass

Benign (%) Malignant (%) Average (%) Benign (%) Malignant (%) Average (%)
2 91.67 84.62 88.14 100 84.21 92.10
3 91.67 92.31 91.99 97.29 89.47 93.38
4 91.67 84.62 88.14 97.29 89.47 93.38
5 100 84.62 92.31 97.29 89.47 93.38
6 91.67 84.62 88.14 97.29 84.21 90.75

Table 5.  Classification accuracy of first stage using Wavelet sub-band, SSNE and SVM
Level of
Decomposition

Wavelet sub-bands + SSNE + SVM
Microcalcification Mass

Normal (%) Abnormal (%) Average (%) Normal (%) Abnormal (%) Average (%)
2 100 68 84 97.97 78.57 88.27
3 100 72 86 97.97 80.35 89.16
4 100 72 86 94.94 82.14 88.54
5 100 72 86 95.95 80.35 88.15
6 100 68 84 98.98 78.57 88.78

Table 6.  Classification accuracy of final stage using Wavelet sub-band, SSNE and SVM
Level of
decomposition

Wavelet sub-bands + SSNE + SVM
Microcalcification Mass

Benign (%) Malignant (%) Average (%) Benign (%) Malignant (%) Average (%)
2 83.33 100 91.67 100 78.94 89.47
3 91.67 92.31 91.99 100 78.94 89.47
4 91.67 100 95.83 100 78.94 89.47
5 83.33 100 91.67 100 84.21 92.10
6 83.33 100 91.67 100 78.94 89.47
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 The application of SSNE on wavelet sub-bands 
produces better accuracy for normal cases of about 
100% and 97.97%. However, this approach fails to 
classify the abnormal images of over 20%. In overall, 
the average accuracy obtained is below 89% in micro-
calcification and mass classification. Table 6 shows 
the classification accuracy obtained at final stage of 
classification.

It is clearly observed from the Table 6. mass benign 
patterns and microcalcification malignant patterns are 
correctly classified. The wavelet sub-bands produces bet-
ter accuracy for microcalcification of over 91.67% than 
the mass system that achieves less than 92.10% .From the 
analysis, for mass classification system the wavelet based 
approach produces better result than wavelet sub-band 
based approach. At first stage classification of microcalci-
fication system, the wavelet based approach gives higher 
accuracy and wavelet sub-band based approach is best for 
final stage classification. 

5.  Conclusion

Computer aided diagnosis system for microcalcification 
and mass classification using digital mammogram images 
is proposed in this study. Feature extraction and feature 
selection is carried out by DWT and SSNE techniques. 
The wavelet features are selected by SSNE in two ways and 
their performances are evaluated by using SVM classifier. 
The first stage of the system classifies the image into nor-
mal/abnormal, correspondingly second stage classifier 
categorizes the severity of the abnormality into benign/
malignant. Experimental results show that the proposed 
microcalcification and mass system achieves over 90% 
classification accuracy.
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