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Abstract

The researchers of the data mining domain presume that the study of traditional clustering techniques is saturating day
by day. But, a deep insight into those techniques unfolds many silhouettes which could lead to many more applications in
diverged domains. In clustering, the attributes of the data provide the information needed for data segregation. There may
exist some real world data with less number of attributes but more information contained in them and may be of interest
for some applications. Because of less number of attributes, the data may not be well separated by any of the clustering
techniques. Data expansion techniques are methods for constructing more number of attributes from less number of
attributes. With the application of these techniques, an expanded data set may be reconstructed from a given data set
during data preprocessing. The current work pronounces the fact that, the expanded data at times yield better clustering
results than the real data. This paper is an attempt to empirically evaluate and analyze the effects of data expansion on
clustering results where validity of the results are established through internal indexing techniques and probabilistic

validation measures.
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1. Introduction

Data mining research literature gives us enough evidences
on methodologies to deal with data of high dimensions!'->
whereas, how to extract more information from data
with lower dimensions, is paid less attention. The real
world data is unpredictable in nature. Some applications
may demand clustering of data with lower dimensions.
Clustering is the grouping of data based on their intrinsic
characteristics®-8. The features taken for clustering may be
poor in number but rich in information content. There
had been research works justifying the need of data
expansion techniques®!3, supporting better supervised
learning before data classification. The current work is
an empirical analysis, showing the effect of pre-clustering
data expansion techniques applied on various data sets
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collected from diverged domains. Validity of the clusters
formed after data expansions are established through
probabilistic measures'4!7 as well as internal indexing
techniques!®-21. The clustering techniques applied here
are k-means, k-medoids, c-means and expectation
maximization applied for data clustering’$!>22. The
data expansion techniques used prior to clustering are
trigonometric expansion up to the fifth power, exponential
expansion up to the fifth power and differential expansion
taking the difference of each attribute from every other
attribute. The probabilistic measures taken for clustering
result validation are Normalized Mutual Information
(NMI), Normalized Variation of Information
(NVI) and Adjusted Random Index (ARI)?*?’. The
clustering outcomes are also validated through internal
indexing techniques like Modified Goodman-Kruskal
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(GKmodified) index?®, Dunn’s index!8-21-29-30 and Davies-
Bouldin index!8-21:31,

The rest of the paper is organized as follows. Section 2
describes the background knowledge which motivated us
to take up the work done in this paper. Section 3 describes
the theoretical foundation that the readers may need to
understand this paper. Section 4 narrates the work taken
up in this paper with a schematic representation of the
same. Section 5 gives a description of the experimental
setup of the under taken work. Finally the conclusion
and future scope of the empirical analysis is presented in
section 6. In addition to the given layout the Appendix-I
given in the form of table presents the numeric values
obtained from the experimentation and also summarizes
the results.

2. Background Knowledge

Common data mining functionality like clustering
relies on the discriminability of the features of a data
set. The intrinsic dimensionality of the feature space
discriminates the individual data items and results in
segregation of the data set into clusters. Researchers!!
have tried to establish the inherent relationship of data
dimensions with its discriminability. It in turn, establishes
the effect on density and distance distributions of the
data set. Some research outcomes®>3 reveal the fact
that, increase in dimensionality of the data loses their
discriminative ability. Conversely some other research
works*1%12 on the supervised learning domain, unfolds
the fact that expanded data sets when fed to the classifier
models for training purpose, yields better classification
accuracies than unexpanded data sets. Wang et al.!2
have used image data expansion technique when fewer
images are available for training purpose of a classifier.
The classifier gives 27% improved accuracy as compared
to unexpanded image data used for classifier training.
Similar work had been evidenced by Imani et al.!® where
image data had been expanded to create pseudo-training
samples prior to image classification. In their work also
the expanded data gives better classification results than
unexpanded training data. In another work Mili et al.’
have done a comparative study on various expansion
techniques applied on a specific classifier model and their
experimental study declares the trigonometric expansion
technique to be the preferable expansion mechanism for
training data expansion prior to classification purpose.
Zhang et al.!* have taken a very different approach on
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application of expansion technique. They have used Taylor
expansion mechanism for integrating old and new test
data to reduce the amount of data needed to be saved for
classifier adaptation. Some works elaborate on similarity
measures® and correlation based similarity measures®
for evaluation of performances of various clustering
techniques on the respective application domains.
DasGupta et al.3¢ have led a mathematical elaboration
on small-set expansion problem which could lead to an
application specific clustering solution which has been
designated by the authors as unique game interpretation
via communities in social networks.

Such contradictory findings motivate us to study the
effect of data expansion prior to unsupervised learning
methodologies. The study of clustering domain of data
mining does not give any evidence of applications citing
use of expansion techniques. The present work is an
experimental evaluation of the effect of data expansion
techniques on pre clustered data sets. It will lead other
researchers to find suitable expansion technique as well as
their validation techniques for their application specific
research domains as applicable to clustering. As clustering
techniques do not have known, fixed, benchmarked
outcomes, they rely on either probabilistic measures or
internal indexing techniques for validating clustering
results. The normalized forms of the probabilistic
measures are taken for this experimental evaluation for
keeping the quantified values within a range of 0 to 1, so
that it would be easy for comparison and evaluation. These
two mechanisms do not require any prior knowledge
about the class or concept of interest for validating the
clustering results. They rely only on intrinsic feature
characteristics for measurement of compactness of the
clusters.

3. Theoretical Foundation

3.1 Expansion Functions used

Any set of attribute values that we take to represent
an object may be viewed as an approximation of some
function deriving the attributes. At times when the set of
attributes are inadequate to describe or separate objects
then the expansion functions may be used to expand
the approximate values to higher approximations which
result in a bigger attribute set to describe the object.
Some of the expansion functions may be described as
follows®-13.
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3.1.1 Trigonometric Expansion Functions

Trigonometric functions® are mathematical functions of
an angle. In modern applications we may define them as
infinite series, extending them to arbitrary positive and
negative values. In our case, let A = (ay, a5, ..., a,) be the
set of attributes and expansion size is k.

The expansion of each attribute may be done as per

Equation (1)

EXPANSION(a;) = {a;, sin(na;), a; cos(na;),
a; sin(2ma;)cos(2na;), ..., ai sin(kna,), a; cos(kna;) (1)

If X =[0.3 0.2 0.1] is to be expanded to 2nd degree so
each dimension a; will expanded to 5 dimensions, such as:
la;, a; sin(na;), a; cos(na,), a; sin(2na;), a; cos(2na;)]

Fora;ie0.3

Ex1(a;) =0.3

Ex2(a;) = 0.3x cos(mt x 0.3) =0.1763

Ex3(a;) = 0.3x sin(w x 0.3) = 0.2427

Ex4(a;) = 0.3x cos(2 x 7 x 0.3) =—-0.0927

Ex5(a;) = 0.3x sin(2 x © x 0.3) = 0.2853

Similarly doing for all dimensions we will be having 15
total dimensions as having values:

[[0.3000 0.2427 0.1763 0.2853 —0.0927 ]... for
0.3

0.2000 0.1176 0.1618 0.1902 0.0618 ]...for0.2

0.1000 0.0309 0.0951 0.0588 0.0809 11... for
0.1

3.1.2 Exponential Expansion Functions

Any point in space may be viewed as a function of infinite
sum of terms those are derivatives of that function at that
point. Common practice is to take a finite number of
terms of that function. So, the set of attributes of an object
may be expanded further by adding few more terms of the
function. For the exponential expansion taken here, let A
= (ay, ay, ..., a,) be the set of attributes.

The expansion of each attribute may be done as per
Equation (2)

EXPANSION(a;) = {a;, exp(-a,), exp(-2a;), ...}  (2)

If X =[0.3 0.2 0.1] is to be expanded using the above
expansion up to k dimensions

Let’s say k = 3 ai is to be expanded to 3rd term as
follows:

[a, exp(—a;) exp(—2a;) exp(—3a;)]

For a;i.e 0.3

Ex1(a;) =0.3
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Ex2(a;) = Exp(-0.3) = 0.7408

Ex3(a;) = Exp(-2x0.3) = 0.5488

Ex4(a,) = Exp[(-3x0.3) = 0.4066

So the final expansion will be

[[0.3000 0.7408 0.5488 0.4066 ]...for 0.3
0.2000 0.8187 0.6703 0.5488 ]...for 0.2
0.1000 0.9048 0.8187 0.7408 ]]... for 0.3

3.1.3 Differential Expansion Functions

A point in space is characterized by its distance from the
axis, same in number as that of its attributes. The separation
of the attributes may also be viewed as attributes of that
object in space. For the differential expansion considered
here, let A = (ay, a,, ..., a,) be the set of attributes.

The expansion of each attribute may be done as per
Equation (3)

EXPANSION(a;) = (ay, ay, ..., a,, a; — Ay,
Ay = Ggy oens Gy — Ay
Ay — Ay ovosly — Qe ... ) (3)

If X =[0.30.2 0.1] is to be expanded using differential
expansion, then the terms would be:

[03 02 0.1 (0.3-0.2) (0.3-0.1) (0.2-0.1)]

So final expansion values are [0.3000 0.2000 0.1000
0.1000 0.2000 0.1000]

If there are n terms then expanded set will have n x (n
+ 1) /2 terms.

3.2 Clustering Techniques used

Clustering or cluster analysis is the method of data
segregation, based on maximization of intra-cluster
similarity and minimization of inter-cluster similarity.
Out of several clustering methods, partitioning
based”$1522 data clustering are one of the primitive types.
They segregate the data set into a predefined number of
partitions, such that each data object belongs to exactly
one partition. The k-means clustering algorithm forms
the clusters based on minimization of Euclidian distance
of data objects from the randomly chosen cluster
centers. The cluster centers are iteratively recomputed
from the mean of data objects assigned to the respective
clusters. Though performance of k-means is challenging,
it undergoes critics like, being sensitive to noise and
choosing non-member cluster centers. The k-medoids
clustering algorithm is appointed to neutralize these
biases. Medoids of a cluster are the data objects whose
average dissimilarity to all the objects assigned to that
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cluster are minimal. The c-means clustering algorithm
is soft or fuzzy based clustering algorithm which assigns
membership levels of each data object with respect to
each cluster. Each data element may belong to more than
one cluster, as per the fuzziness. While using this method
for hard or crisp clustering, the data objects are assigned
to the clusters depending on the maximum degree of
belongingness towards the clusters. The expectation-
maximization!®!> algorithm is an optimization method
which determines the maximal-likelihood estimate of
an unknown parameter. This algorithm when used for
data clustering uses the Gaussian component estimate
for the random variable, which is the expected cluster.
It relies on the fact that, the data objects those belong
to one cluster are generated from identical Gaussian
component.

3.3 Internal Indexing Techniques used for
Cluster Validation

3.3.1 Dunn’s Index

Maximized inter-cluster distance and minimized intra-
cluster distance maximizes the contribution to the Dunn’s
index value. The cluster that obtains maximized index
value is taken as optimal?®. For each cluster partition, the
Dunn index can be calculated by the formula given in
Equation (4):

I B O (8)
=ming min {——-<—— (4)
1<i<n | I<j<n,i#j maXd (k)
where

d(i, j) represents the distance between clusters i and j,

d'(k) measures the intra-cluster distance of cluster k
and

n represents the number of clusters.

3.3.2 Davies-Bouldin Index

Davies-Bouldin index is determined by the ratio of the
sum of the within-cluster scatter to between-cluster
separation. Smaller values of the calculated index indicate
good clustering®®. It can be calculated by the formula
given in Equation (5):

n 0. +0,
DB= lZ:max —r (5)
nia i#j d(Cp Cj)
where

n is the number of clusters,
¢, is the centroid of cluster x,
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o, is the average distance of all objects in cluster x to
centroid ¢, and
d(c; ¢;) is the distance between centroids c; and c;.

3.3.3 Modified Goodman-Kruskal (GKmodified)
Index

The original Goodman-Kruskal indexing technique??
considers all possible quadruples for a given data
set. The quadruples may be either concordant or
disconcordant, however the quadruples are disjoint in
nature. A good cluster is one with many concordant
and few disconcordant quadruples. In contrast
Modified Goodman-Kruskal (GK,gifeq) index takes
triplets instead of quadruples to validate the clusters
by avoiding disjointedness. A good cluster is one with
many concordant and few disconcordant quadruples.
Let Nc and Nd denote the number of concordant and
disconcordant triplets, respectively. The cluster with
larger value of (GK,ogifeq) indicates a good clustering.
Then the modified GK index, (GK,uogificq)> is defined as
per the formula in Equation (6):

Nc_Nd

GK,,iified = NN
c d

(6)

3.4 Probabilistic Measures used for Cluster
Validation

Probability measures are a way of agreement between
two clustering results?3-2734, They measure the degree of
agreement among the results. The probabilistic measures
taken for this empirical study are as follows:

3.4.1 Normalized Mutual Information (NMI)

NMI is a probabilistic method to measure the similarity
between two candidates clustering.

Let the information contained, which is also called
entropy of cluster

Co be E(Co) = —z D log(n0 ) and

~n n

Ccbe E(Cc) = —Z&log (&)
n n

Similarly the joint entropy of Co and Cc be
E(Co, Cc)=—zﬁlog(ﬁ) The Normalized Mutual
n n

oc

Information value may be computed as per the formula
given in Equation (7).
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E(Co)+ E(Cc)— E(Co, Cc)

7
JE(Co)+E(Cc) @)

NMI(Co, Cc) =

3.4.2 Normalized Variation of Information
(NVI)

On the basis of variation of information, another
information theoretic measure is determined for cluster
validation. It behaves consistently if data sets of different
sizes and clustering with different number of clusters
are considered. NVI value may be computed as per the
formula given in Equation (8).

2x[E(Co)+ E(Cc) —E(Co, Cc)]

=]— 8
NVI(Co, Cc) =1 BCo) 2 ECT) (3

3.4.3 Adjusted Random Index (ARI)

ARI is a measure of the similarity between two data
clusters. It has a value between 0 and 1, with 0 indicating
that the two data clusters do not agree on any pair of
points and 1 indicating that the data clusters are exactly
the same. The Adjusted Random Index value may be
computed as per the formula given in Equation (9).

Let:

Co = The original set of clusters

Cc = The set of clusters obtained by applying clustering

no = The number of objects in Co

nc = The number of objects in Cc

noc = The number of objects in |Co K Cc|

ARI(Co, Cc)=1-

i)zt 2

4. Schematic Representation

The schematic representation, pictorially represented
in Figure 1 describes the flow of the work carried out
sequentially for the purpose of the experimental study
done in this paper. At first the data sets are collected
and their class labels were removed as the study aims
at cluster analysis. Then the expansion techniques were
applied in the respective data sets to reconstruct bigger
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data sets from the existing data sets. In the present
work, bigger refers to attribute construction from
the existing attributes. On those expanded data sets,
various clustering algorithms were applied. In addition
to that, clustering techniques were also applied to the
unexpanded data sets. Then for the study of clustering
qualities, two categories of validation mechanisms
were used. The first category refers to probabilistic
measures of cluster validation which has a mathematical
foundation in measuring the similarity among objects
belonging to the same cluster. The other category refers
to internal indexing techniques for cluster validation. It
is to reassure the cluster qualities with reference to the
basic clustering criteria i.e. maximizing intra cluster
similarity and minimizing inter cluster similarity.
The results obtained after implementation of the
experimental setup, shown in Figure 1, were considered
for a comparative analysis.

5. Experimental Setup

5.1 Data Set Description

For establishing a comparative setup needed for analysis
purpose, data sets were chosen from UCI Machine
Learning Repository?’. To avoid the influence of any
specific domain, six different data sets were collected
from diverged domains. For ease of computation, some
data tuples with noisy and missing data were dropped.
After preprocessing, the final size of the data sets was as
described in Table 1. The Table describes the number of
final data instances and the number of features considered
for clustering purpose, after removing the class labels in
addition to the number of natural classes of the individual
data sets taken for this analytical study.

Table 1. Data set Description

No. of No. of No. of
Data sets

Instances Features Classes
Iris 150 4 3
Wine 178 13 3
Breast Cancer Data 98 25 3
WDBC 569 31 2
Connectionist 208 60 2
Bench (Sonar,
Mines vs. Rocks)
Parkinsons Disease 195 22 2
Data Set
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Data Set

Expanded Data Set
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Figure 1. Schematic representation of the analytical study.

5.2 Experimentation

In the experimental setup for this work, initially as
described in the data set description section, different
data sets from diverged domains are gathered. For
computational simplicity and interpretable results,
data tuples with missing or noisy values were removed
from the data sets. The data sets obtained thereafter
are as presented in Table 1. The data sets taken for this
experimental analysis are at first treated with the pre-
discussed clustering techniques and their standard values
for the various cluster validation mechanism were taken
for benchmarking purpose. There after three different data
expansion techniques such as Trigonometric Expansion,
Exponential Expansion and Differential Expansion
were applied on the same data sets to regenerate bigger

- 6 I Vol 9 (3) | January 2016 | www.indjst.org

expanded data sets with higher dimensions. Four different
clustering techniques with different characteristics were
chosen for the experimentation to neutralize the biasing
effect of any specific clustering technique. The clustering
techniques hence chosen are k- means, k- medoids, c-
means and expectation maximization technique applied
for clustering purpose. Once the clusters were obtained,
now the clustering qualities are to be verified. For this
purpose, instead of relying on any single method of cluster
validation we had chosen six different methods, out of
which three are internal indexing techniques of cluster
validation and other three are probabilistic measures of
cluster validation. The internal indexing techniques of
cluster validation were preferred for the study because
they are unsupervised methods and they determine the
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cluster qualities based on the attribute characteristics of
the data sets. The internal indexing techniques are Dunn’s
index, Davies-Bouldin index and Modified Goodman-
Kruskal (GKmodified) index. Dunn’s index and Davies-
Bouldin index are well known and well accepted as internal
indexing based cluster validity methods whereas Modified
Goodman-Kruskal (GK,,egifies) indexing is a method
which overcomes the drawbacks of traditional Goodman-
Kruskal indexing technique for cluster validation. The
other category of cluster validation techniques taken for
experimentation are probabilistic measures, which may
be considered as supervised methods of cluster validation
and are also comparable to external indexing techniques
of cluster validation. Their probabilistic nature leads to
a mathematical basis of validation mechanism and also
considers the class label information for determining the
cluster qualities. The probabilistic measures taken for
experimentation are NMI, NVIand ARI. All the discussed
techniques generate a value in the range of 0 to 1 such
that it would be preferable for comparison purpose. Same
clustering techniques and cluster validation techniques
were then applied on the expanded data sets to obtain
the new validity measures and were compared with the
benchmarked values obtained earlier from unexpanded
data sets.

5.3 Result Analysis

The results obtained after applying four clustering
techniques such as k- means, k- medoids, ¢- means
and expectation maximization technique applied for
clustering purpose were treated with six cluster validity
measures such as Dunn’s index, Davies-Bouldin index,
Modified Good man-Kruskal (GK,egifieq) index, NMIL,
NVIand ARI There results were stored for benchmarking
purpose so that they can be compared with the same
mechanisms when applied on expanded data sets. The
table in Appendix I depict the numeric values obtained
from the above discussed experimental setup. The table
in Appendix Il illustrates a summarized representation of
the comparison results. The benchmarked standard values
obtained from unexpanded data sets are demarcated
with the symbol (O), whereas the values which are more
preferred as compared to the benchmarked results are
demarcated with the symbol (T) and the values which are
less preferred as compared to the benchmarked results
are demarcated with the symbol ({). Though summary
of the result is not entirely in the favor of expanding the
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data sets before clustering, still the effect of expansion
cannot be ignored. Many a times the effect is significant
and should be able to draw the attention of researchers
towards domain specific effects of data expansion and
also the effect of other expansion techniques on clustering
results.

6. Conclusion and Future Scope

In real world data, the dimensionality may not be large
always. Sometimes small set of attributes may have
large information contained in them. Yet the data items
may not be well separable. Expansion techniques may
come to rescue at times by generation of well separable
attributes. The effect of data expansion techniques on
smaller data sets may not be ignored for clustering
purposes. In future, more empirical studies may be
done for the study of the effect of data expansion
techniques on domain specific data sets. However,
more vivid studies can also be made on performances
of individual expansion techniques on domain specific
data sets. Though increase in dimensionality of the data
may add to computational complexities, the increased
accuracy of clustered data may prove to be worth payoft
of computational complexity for sensitive domains like
disease prediction, drug analysis etc. Further studies
on computational complexities and performance issues
may open new avenues on the effect of data expansion
on cluster analysis.
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