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1.  Introduction

The secret key of a cryptographic algorithm must never 
be exposed to attackers. In order to prevent a secret key 
leakage, a cryptographic algorithm must be analyzed. The 
security of a cryptographic algorithm must be validated 

mathematically using statistical or algebraic analyses 
or by side channel analysis1, which is one type of non-
cryptographic analysis more recently considered. Side 
channel analysis exploits extra sources of information 
embedded on physical devices, such a calculation time, 
power consumption, and electromagnetic waves, during 
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the execution of the cryptographic algorithm. For secure 
implementation of cryptographic algorithms against side 
channel analysis, countermeasures have actively been 
studied by cryptographic researchers. The most widely 
utilized countermeasures of cryptographic algorithms 
against side channel analysis are masking techniques and 
shuffling techniques.

Masking techniques2 make the power consumption of 
a cryptographic device independent of the intermediate 
values of a cryptographic algorithm. In addition, these 
techniques randomly split every intermediate value 
occurring in the computation into d+1 shares, where 
d is the masking order. On the other hand, shuffling 
techniques3 are executed by breaking the link between the 
power consumption of the device and the processed data 
values. Each of these techniques provides computational 
security. While a higher masking order guarantees 
security, it does not provide low computational cost. 
To counteract this weakness, a combination of masking 
and shuffling techniques is used to provide efficiency 
and security against side channel analysis. In particular, 
the combination of first-order masking and shuffling 
techniques is less costly than higher-order masking 
techniques. It has recently been shown, however, that 
this combination is vulnerable to biasing power analysis4. 
As such, a practical countermeasure is necessary. In 
the case of the Advanced Encryption Standard (AES)5, 
second-order (third-order) masking is 23 (30~50) times 
slower than the non-masking AES; hence, masking-only 
techniques are not as efficient6–8.

In this paper, we apply shuffling techniques in a 
new way. If these new techniques guarantee efficiency 
and security, then we can use them in combination 
with masking techniques. But in terms of security, we 
demonstrate that these shuffling techniques are not 
secure. Rather than applying general shuffling techniques 
at the functional level, new shuffling techniques are 
applied at the algorithmic level consisting of eight 
different implementations of AES. The eight different 
implementations is broken into two main groups. 
One group is implemented by raw version, the other 
is implemented by macro version. The raw version is 
composed of the four implementation for AES: Original 
1, Original 2, Bertoni10, and T-Table11. The eight-shuffling 
means that one of eight implementations is operated 
by using previously the generated random value. This 
approach will be expected to operate faster than the 

shuffling method of functional level. However, we will 
first have to evaluate the shuffling of algorithmic level in 
terms of security.

Theoretically, we expected our new shuffling techniques 
to offer 64 times more complexity of shuffling. However, 
experimental results showed 7 times more complexity of 
shuffling than for non-shuffling AES implementations. 
This results present that our new shuffling techniques 
only provide the complexity of shuffling . We 
would offer good sights for embedded system designers to 
implement new shuffling techniques. That is, if designers 
apply similar countermeasures such as our techniques, 
these will be more vulnerable than original shuffling 
techniques.

The remainder of this paper is organized as follow: 
Section 2 describes the correlation power analysis and 
the shuffling techniques of AES, Section 3 introduces new 
shuffling techniques and discusses experimental results, 
and finally, Section 4 concludes this paper.

2.  �Correlation Power Analysis and 
Shuffling Techniques of AES

2.1 Advanced Encryption Standard (AES)
The Advanced Encryption Standard (AES), also known 
as Rijndael, is a symmetric cipher composed of a 
Substitution-Permutation Network (SPN) structure. 
For an N-bit, SPN-type, symmetric cipher of r rounds, 
each round consists of four transformations: the 
SubBytes, ShiftRows, MixColumns, and AddRoundKey 
transformations. The SubBytes transformation is a non-
linear byte substitution that operates independently on 
each byte. In the ShiftRows transformation, the bytes in 
the last three rows are cyclically shifted. The MixColumns 
transformation operates column by column over 
.Finally, in the last transformation, AddRoundKey, a 
round key is added by a simple bitwise XOR operation.

2.2 Correlation Power Analysis of AES S-box
2.2.1 Power Consumption Models
Most power consumption models9 found in the literature 
are based on the Hamming weight model or the Hamming 
distance model. The Hamming weight model is based on 
the fact that bit one has more power consumption than bit 
zero, whereas the Hamming distance model bases power 
consumption on the number of substitutions required to 
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change the output data from the input data. Simply put, 
the Hamming weight model is the count of bit one and 
the Hamming distance model is the number of switching 
bits.

2.2.2 Correlation Power Analysis of S-Box Output
Power analysis is a powerful attack carried out through 
statistical analysis. If an attacker guesses the correct 
key, power consumption becomes proportional to the 
power model. Correlation Power Analysis (CPA)9, 
based on the above property, calculates the correlation 
coefficient between the computed data and the measured 
power consumption of data. The highest peak of the 
correlation plot gives the correct key hypothesis. 
In general, key hypothesis is conducted byte by byte. The 
guessing key of one byte is the number 256. Then, we 
calculate correlation coefficient that Hamming weight of 
intermediate value which is AES S-Box output between 
power traces. The highest value of the correlation 
coefficient is the correct key.

2.2.3 Shuffling Techniques of AES 
In general, shuffling techniques operate randomly at 
the functional level of the AES algorithm, e.g., at the 
SubBytes, ShiftRows, MixColumns, and AddRoundKey 
transformation. Shuffling consists of spreading the signal 
containing sensitive information about a variable X over 
t different signals , which are then leaked at 
different times. If the spread is uniform, the probability 
that  responds to the manipulation of X is . In order 
to recover the key in this case, the square of the shuffling 
complexity t, is theoretically the number of power traces 
required in order to recover the correct key. Consequently, 
if non-shuffling techniques of AES require m power traces 
for recovering the secret key, shuffling techniques of AES 
require power traces.

3.  �Correlation Power Analysis for 
Eight-Shuffling AES Techniques

3.1 Eight-Shuffling AES
The eight-shuffling AES techniques are listed in Table 1.

Table 1.    Eight-Shuffling AES implementations
AES 

implementation 
method

Feature

Original 1  
Original 2  

Bertoni  
T-Table  

Original 1 Macro  
Original 2 Macro  

Bertoni Macro  
T-Table Macro

S-Box Lookup Table 256×1  
S-Box Lookup Table 16×16  

Suggested method by Bertoni  
The Round Transformation  

AES Original 1 Macro implementation  
AES Original 2 Macro implementation  

AES Bertoni Macro implementation  
AES T-Table Macro implementation

Furthermore, the pseudo code is as follow.

Table 2.    The Pseudo Code of Eight-Shuffling
Input Byte PT[16], Byte MK[16]

Output Byte CT[16]
Begin  

// The assignment of Round Key  

Byte RK[11][16]  

// The generation of Random Value  

shuffle = rand()%8  

// The execution of Key Expansion  

KeyExpansion(Byte Masterkey[16], Byte Roundkey[11][16])  

// The assignment of the execution of eight-shuffling AES  

(*ptr_shuffle[8])(Byte PT[16], Byte RK[11][16], Byte CT[16])  

ptr_shuffle[0] = &AES_Original1  

ptr_shuffle[1] = &AES_Original1_Macro  

ptr_shuffle[2] = &AES_Original2  

ptr_shuffle[3] = &AES_Original2_Macro  

ptr_shuffle[4] = &AES_Bertoni  

ptr_shuffle[5] = &AES_Bertoni_Macro  

ptr_shuffle[6] = &AES_T-Table  

ptr_shuffle[7] = &AES_T-Table_Macro  

// The execution of eight-shuffling AES  

ptr_shuffle[shuffle](PT, RK, CT))  

End 
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3.2 �Correlation Power Analysis for 
Eight-Shuffling AES Implementation 
Techniques

Our experiments were carried out using an AT mega 128 
board having a dedicated 8 bit processor. For the CPA 
experiment, we targeted the output of S-Boxes. The AES 
collected 100,000 power traces of the eight-shuffling AES 
techniques at an oscilloscope sampling rate of 250MS/s. 
For analyzing the non-shuffling AES, we collected 12,500 
(i.e. 100,000/8) power traces of each of the eight non-
shuffling AES techniques.
Figures 1 through 5 plot the value of the points of the 
power versus the indicated the correlation coefficient. We 
focus on the 6th byte of a total of 16 bytes. Figure 1 shows 
the result of CPA for shuffling AES. Figure 2, on the other 
hand, shows the analysis of CPA for each of the eight non-
shuffling AES techniques at the sixth byte.

Figure 1.    Results of CPA for eight-shuffling AES.

Figure 1 shows three distinct peak points; specifically, 
SubBytes, ShiftRows, MixColumns. To analyze these peak 
points, we collected each power trace. Figures 2 through 
4 show the analysis of CPA for each of the eight non-
shuffling AES implementations at the sixth byte.

Figure 2.    Results of CPA AES Original 1(Left) and AES 
Original 1 Macro(Right).

Figure 3.    Results of CPA AES Original 2(Left) and AES 
Original 2 Macro(Right).

Figure 4.    Results of CPA AES Bertoni(Left) and AES 
Bertoni Macro(Right).

Figure 5.    Results of CPA AES T-Table(Left) and AES 
T-Table Macro(Right).
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3.2.1 �Peaks of the Correlation Coefficients for 
SubBytes

The target position of the CPA attack is the SubBytes 
related to five AES implementations. The first peaks 
of AES Original 1, Bertoni, Original Macro, Original 
2 Macro, and Bertoni Macro mean that the SubBytes 
transformation executed. The remainder of the AES 
implementations (AES Original 2, T-Table, and Original 
1 Macro) leads directly to noise at the points. In spite of 
the different AES implementations, operational position 
of the intermediate value is nearly the same.

3.2.2 �Peaks of the Correlation Coefficients for 
ShiftRows 

The second peak of Figure 1 is similarly located to the 
second high peak, or correlation coefficient value, of 
AES Original 1, Original 2, and Bertoni. The highest 
correlation coefficient of Figure 3 is executed with S-Box 
output. When Figure 3(Left) is analyzed at the SubBytes, 
Figures 2 and 4(Left) are executed with ShiftRows. 
Therefore we analyzed the secret key with smaller traces 
than theoretically expected. Even though ShiftRows of 
Figures 2, 3, 4(Right) are executed at the same points, 
when eight-shuffling AES is analyzed, ShiftRows could 
not be analyzed due to it behaving as noise.

3.2.3 �Peaks of the Correlation Coefficients for 
MixColumns

The MixColumns part is analyzed to have a form of 
tailbacks except for AES Original 2, T-Table, and T-Table 
Macro. This shape of analysis results from MixColumns 
being misaligned when calculating field operation. As 
a result, eight-shuffling AES has also shown peaks by 
MixColumns as seen in Figure 2 (Left, Right), 3(Right) 
and 4(Right).

Each power trace showed a maximum correlation 
coefficient value at the same points. This means that in 
spite of the different AES implementations, SubBytes of 
AES was performed at the same time. More precisely, 
the intermediate value of S-Box output was executed 
at the same moment. Because of this phenomenon, 
we attempted analysis with fewer power traces than 
theoretically needed. These results are shown in Table 3.

3.3 �Performance Analysis for Eight-
Shuffling AES

If the number of analyzed traces is m for non-shuffling 
AES and complexity of shuffling is , then theoretically, 

traces are needed to analyze traces to which 
eight-shuffling AES has been applied.

Table 3 shows the minimum number of traces by 
which eight-shuffling AES and non-shuffling AES can be 
analyzed in order to determine the secret key at the sixth 
byte.

Table 3.    The number of power traces needed for 
analysis

AES implementation method
The number of power 

traces for analysis
Original 1  
Original 2  

Bertoni  
T-Table  

Original 1 Macro  
Original 2 Macro  

Bertoni Macro  
T-Table Macro

200  
200  
200  

4,300  
100  
100  
100  
100

Average 662.5
The number of theoretical power 

traces needed for analysis
42,400

The number of experimental 
power traces needed for analysis

6,300

We calculate the minimum number of power traces needed 
for eight-shuffling AES implementation. The average of 
Table 3 gives 662.5 as the minimum number of power 
traces needed for each of the eight implementations; that 
is (200+200+200+4,300+100+100+100+100)/8. As the 
complexity of shuffling is eight in this paper, theoretically, 
the number of power traces for eight-shuffling AES 
should be 64 times more than the average minimum 
number of power traces needed for non-shuffling AES; 
namely, 662.5× =42,400 power traces.

It can be shown that the minimum number of power 
traces by which eight-shuffling AES can be analyzed is 
approximately 1/7 of 42,400 (i.e. 42,400×1/7≈6,300). In 
other words, if eight kinds of implementation methods are 
applied randomly, the complexity of the attack cannot be 
increased to the theoretical 64 times, and eight-shuffling 
AES can be analyzed with much less complexity of the 
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attack, i.e., 7 times. In other words, the complexity of 
shuffling is .

Also, we can calculate success rate of recovering all 
bytes in Figure 6. That is, if we find 16 round keys, we 
can gain 100% success rate. When we analyze the eight-
shuffling AES and non-shuffling AES, we only use 12,500 
power traces. In Figure 6, light gray line represents the 
average success rate of non-shuffling AES. We can also 
calculate the success rate of eight-shuffling AES. Within 
12,500 power traces, we cannot gain 100% success rate 
in terms of eight-shuffling AES. Therefore, in view of 
recovering 15 round keys, we will compare between 
success rate of eight-shuffling AES and non-shuffling 
AES. We can gain 15 round keys at around 10,000 power 
traces when we analyze the eight-shuffling AES. In the 
average of success rate of non-shuffling AES, 15 round 
keys are found at around 1,500 power traces.

Figure 6.    The comparison between success rate of non-
shuffling AES and success rate of eight-shuffling AES.

The reason why eight-shuffling AES can be analyzed with 
fewer power traces than the theoretical number of power 
traces is in Table 3. In order to obtain 64 times more 
theoretical complexity of the attack using eight kinds 
of implementation methods, power information about 
the intermediate value of S-Box output at the analysis 
position must exist at different points in the eight kinds 
of implementations. However, as seen above in Figures 1 
through 5, some of power traces of SubBytes, ShiftRows, 
MixColumns, which use information of the intermediate 
value related to S-Box output, exist at the same points. 
Excepting Figure 3(Left) and Figure 5(Left), the SubBytes 
operation of AES is occurred at the same time. So, we can 
divide into three groups. The first group belongs to Figure 
3(Left), the second group has Figure 5(Left), and last 
group includes the remainders. That is, the complexity of 
eight-shuffling AES is three.

Consequently, the analysis could still be successful 
with a much less complex attack than one with 
theoretical complexity 64 times greater.

4.  Conclusion

In this paper, we studied the effect of eight-shuffling 
AES implementation techniques on CPA. In the case 
of the eight-shuffling AES methods, the theoretical 
complexity of the attack was 64 (= ) times greater 
than that of non-shuffling AES implementations. 
Experimentally, however, the complexity of the attack 
was seven. Because the intermediate value of S-Box 
output was executed at the same time, we obtained a 
complexity of seven less than the theoretical complexity 
of shuffling. Therefore, with respect to side channel 
analysis, the algorithmic level of shuffling is no more 
efficient than functional level of shuffling.
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