
Abstract 
This paper proposes the method of Ontology Based Concept Hierarchy Extraction of Web Data. This helps to extract 
Concept Hierarchy efficient way for ontology construction. It is very useful for learning the ontology from the text in more 
efficient way. In General, Natural Language is Complexity and Uncertainty. The existing system used either Statistical based 
learning or logic based learning Techniques. Statistical based learning techniques gives solution only for complexity and 
Logic based techniques gives solution for uncertainty alone. But the Statistical Relational Learning Techniques give solu-
tion for both Complexity and Uncertainty. So, our proposed system uses Statistical Relational Learning Technique, named 
Markov Logic Network. Markov Logic Network is a technique in which identify the concept in the domain and order the 
candidate terms in hierarchical way. An experimental result provides the best concept hierarchy extractions compared to 
the  state-of-art methods. 
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1. Introduction

Ontology is an explicit formal specification of a shared 
conceptualization of a domain of interest, where formal 
implies that the ontology should be machine readable 
and shared that it is accepted by a group or commu-
nity. Ontology play a crucial role in many net and net 
related applications as they are suggests that by these can 
be model and share info throughout a selected domain. 
And also, Ontology is a collection of concepts. Ontology 
Engineering is a methodology to construct the Ontology. 
There are two ways to construct the Ontology, one is 
Ontology Editor and another one is Ontology Learning. 
Ontology Editor is application software in which to con-
struct the ontology manually, but, Ontology Learning is a 
semi automated method to learn Ontology from text.

Ontology learning layer cake is contributing to a 
better understanding of the OL tasks3. This ontology 
learning layer cake can be used to classify an OL approach 
 according to the task that it aims at.

Generally, Ontology Learning methodology has 
the following task, term extraction, concept extraction, 
 concept hierarchy extraction, semantic relation  extraction, 
axiom learning and ontology population.

Term Extraction consists individual terms, concept 
is knowledge about the object, concept hierarchy estab-
lish relationship among the concepts, semantic relation 
is also establish non taxonomic relation among the con-
cept, axiom learning is learning rules in the domain and 
finally, constructed the ontology is known as ontology 
 population.

The proposed system is move from concept extrac-
tion to concept hierarchy. Originally, Ontology learning 
system is deal with natural language process domain. The 
NLP domain is always uncertainty and complexity26. The 
Probability framework is suitable to give correct solution 
to uncertainty problem only and the same time, logical 
based framework is very suitable for complexity problem 
alone. Many techniques have been proposed to extract 
Concept Hierarchy based on Statistical analysis and 
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Linguistic31. But they are not able to remove the noise in 
the text and also they are not able to extract relationship 
between the terms. But Statistical Relational Learning 
methodology, like Markov Logic Network gives solu-
tion for both of the problem in single framework. So far 
there is no learning methodology used MLN to give the 
 solution for NLP problem.

Here, the system uses Markov Logic Network to 
identify concept in domain and extract the hierarchy 
among the term of concepts to form tree structure. The 
system gives best result to compare art of the state of 
 methodology.

To afford the good results of concept hierarchy 
 extraction, we use PREHE (Probabilistic Relational 
Hierarchy Extraction). PREHE23 is a technique for 
extracting concept hierarchies from natural language. 
This could be used in probabilistic relational learning. 
This technique24 is mainly used for link prediction. The 
goal of link prediction2 is to determine whether a relation 
exists between two objects of interest from the proper-
ties of those objects and possibly other known relations. 
The formulation of this problem in MLNs is identical to 
that of collective classification, with the only difference 
that the goal is now to infer the value of R(xi; xj) for all 
object pairs of interest, instead of C(x; v). Formal Concept 
Analysis is used in order to extract concepts by grouping 
terms related to the same set of verbs. The hierarchy is 
extracted by applying the partial ordering operator to the 
extracted concepts. 

Our work is also related with some existing effort of 
web structure of Markov Logic Network. Our goal is to 
improve the extraction process based on hierarchical 
manner. To employ our process, before performing the 
hierarchy extraction we do some progress of pre-pro-
cessing the words, concept identification. Pre-processing 
is used for preparing the exact meaning and syntactic 
meaning of a word. To find out the weight of a particular 
sentence or word perform the concept identification. Next, 
perform the task of concept labeling25. These methods 
are helpful for maintaining the collaboratively web data 
structural richness. As a final point, there are some works 
adopt to improve the concept extraction and integrating 
the web data of retrieval process using MLN and FCA. 
Link prediction process enlarges the hierarchy extraction. 
Here, MLN is deal with link prediction and provide struc-
tural richness of web data named as an Ontology Based 
Concept Hierarchy Extraction of Web Data (OBCHED) 
that performs the efficient results.

The rest of this paper is organized as follows: Section 
2 reviews the related work. Section 3 contains the pro-
cess of General Markov Logic Network details. Section 4 
formulates the proposed framework of Ontology Based 
Concept Hierarchy Extraction of Web Data. In further 
section it will be called as OBCHED, gives results of the 
concept hierarchy extractions. Section 5 has the experi-
mental results for the projects. Section 6 formulates the 
Conclusion for the projects and Section 7 contains the 
Future enhancement of the projects. Thus the paper 
clearly explains the concept of the OBCHED. 

2. Markov Logic Network
The Markov Logic Networks provide a strong probabilis-
tic modeling framework based on First-Order Logic. The 
statistical relative learning combines the communicatory 
power of data representation formalisms with probabi-
listic learning approaches, so facultative one to represent 
syntactical dependencies between words and capturing 
applied mathematics information of words in text. Here, 
the MLN process should be combined with the Markov 
Random Fields. The weights placed in a MLN process 
it may be either positive or negative. The MLN process 
has two kinds of constraints. There are hard constraints 
and soft constraints. The set of possible worlds are placed 
in hard constraints and also the set of impossible worlds 
could be placed in soft constraints. 

The Markov Logic Network15 having two types of 
inference tasks. There are Maximum a Posteriori (MAP) 
and probability inference. The aim of MAP inference is 
to find the most probable state of the world given some 
evidence. According to the truth assignments we have 
to maximize the sum of weights in the network. There 
are two approaches for learning the weights of a given 
set of formulas: generative and discriminative learning. 
Generative learning aims at maximizing the joint likeli-
hood of all predicates while discriminative, at maximizing 
the conditional likelihood of the query predicates given 
the evidence ones. Probabilistic logical thinking aims at 
determinative the likelihood of a formula given a set of 
constraints and may be alternative formulas as proof. The 
likelihood of formula is that add of the possibilities of the 
worlds wherever it holds. 

Normally, Markov Logic Networks consists of a 
weighted first order formule is also called as clauses or 
rules. In that we have to describe the truth associated 
weight. The probability of the particular truth assignment 



Ontology Based Concept Hierarchy Extraction of Web Data 

Indian Journal of Science and TechnologyVol 8 (6) | March 2015 | www.indjst.org538

can take the variable of x, its probability can be described 
as follows,
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Where, g(x) is 1 means value of g has to be satisfied or 
otherwise not satisfied with every values in the process. 

For learning15,16,26–30 markov logic networks, it con-
sists of two tasks. There are structure learning and weight 
learning. The weight learning is the independent com-
ponent that can be learn weights for clauses written by 
a human expert. In weight learning we have to use two 
types of learning approaches named as generative learn-
ing and discriminative learning. The structure learning 
can be performed using an algorithm. The process behind 
the structure learning based on search methods. Beam 
search or shortest first search can be used to develop the 
candidate clauses. All candidate clauses are evaluated and 
added into the markov logic network. 

The Alchemy software31 is mainly used to learning the 
weights. Using this kind of method we have to produce 
the modification of finding inference. Here, we can use 
the exact probabilistic method of learning weights and 
produce the good results of inference. In that the markov 
blanket of a query atom can only contains the evidence 
atoms. The conditional patterns of this method can be 
described as,
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Where, X is the set of evidence atoms and Y is the set of 
query atoms.

This process can help us to reduce the size of markov 
blanket, when the clauses are satisfied by the evidence. 
Exact inference is very fast because the MLN contains 
thousands of clauses. 

The MLN weights can be derived from more relational 
databases. MLN weights can be calculated by the log like-
lihood manner. 
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Here, the sum is overall possible databases xʹ and 
 compute the probability by using current weight vector ω. 

MLN can formulate their features into social networks, 
language processing and spatial statistics. To optimize 
those process use pseudo-likelihood described as,
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Where, MBx(Xt) is the state of the markov blanket of a data. 
For first order logic we have to compute the probability. In 
first order logic attributes have one variable for each pair 
(a, b), where a is an argument of the query predicate and 
b is the argument of the query predicates with some same 
values of each pair. Each and every set of predicates have 
the truth assignment values. According to those values we 
construct the network inference. Learning weight process 
could be done by using the network inference values com-
puted with the help of log likelihood method and their 
possible probabilities. 

The MLN30 process could be trained using a Gaussian 
weight prior with zero mean and unit variance. The 
MLN process could be used in32 Concept Extraction for 
Ontology learning. The inference can be computed as 
quite fast. The statistical relational learning weights can 
be formulated in the MLN. The task performed in this 
processes are link prediction, link based clustering social 
network modeling and object identification. 

3.  OBCHED (Ontology Based 
Concept Hierarchy Extraction 
of Web Data) 

OBCHED is an Ontology Based Concept Hierarchy 
Extraction of Web Data. The OBCHED describes the 
process of concept hierarchy extraction. Concept hier-
archy is the process that contains sub process of concept 
identification and concept extraction. The most existing 
technique of hierarchy extraction was developed from 
the formal concept analysis and markov logic networks. 
In our proposed system concept hierarchy extraction 
based on link prediction and web data retrieval. Link 
prediction is used to predict the terms in learning pro-
cess. The OBCHED techniques have some types. There 
are Pre-Processing, Concept Identification and Concept 
Hierarchy Extraction. The OBCHED process clearly 
explains in Figure 3.
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iii)  Here after for our contribution we have to do the 
operation of chunking. The reason for performing 
this operation is to highlight the set of forming words 
and according to these words co-ordinate the inte-
gration of web data. In chunking, set of words could 
be formed and display in highlight manner. GATE 
tool performed this operation in our implementa-
tion side. Then every part in the ontology learning 
progress wants to know the syntactic meaning of 
the words. For this purpose we examine the syntac-
tic unit of every word. This method is very useful 
but is not always easy to manipulate. The options 
for modification provide another way to identify the 
categories that are relevant for both word formation 
 (morphology) and phrase formation (syntax). 

 iv)  The next stage of pre-processing is to calculate the 
term weight and also hypernym extraction. In term 
weighting option we have to find out the weight of 
every word. Term weight which is calculated by 
the scores of TF-IDF calculation, that is the Term 
Frequency and the inverse document frequency. 

  v)  Finally, we perform the process of hypernym extrac-
tion. Hypernym extraction performed with the help 
of hearst pattern. To determine the possible hyper-
nym of particular noun we use the same parsed 
text. Then construct the vector of each hypernym. It 
would be useful for identify terms made up of mul-
tiple words rather that just using the head nouns of 
the noun phrases. 

3.1 Pre-Processing
GATE tool was used for Pre-processing the text corpus, 
the following steps involved such as: i) Tokenization, ii) 
POS tagging, iii) chunking and Syntactic analysis, iv) 
Calculating Term Weight and v) Hypernym Extraction.

 i)  Tokenization is the main part of learning pro-
cess, because every word in the sentence named as 
tokens. To enlarge the keywords, the result of this 
portion displays the tokens of each and every sen-
tence. In most of the application, we were using POS 
tag to get grammatical tags in the sentence or word 
corpus. The way of getting input as corpus and trans-
form the input into a model that can be processed 
 computationally. 

ii)  POS tagging leads to a) stop-word removal, b) stem-
ming and c) lemmatization. a) Stop-Word Removal 
processes for removing unwanted letters in each and 
every word in text corpus. Here, we had to remove 
the letters like “is”, “was”, “and”, “that” etc. In stop-
word removal, taxonomic relationship based removal 
is done. b) In stemming, the stemming algorithm 
used to retrieves the stem of a word by removing 
its longest possible ending which matches one on a 
list stored in the English Dictionary like Word Net. 
Next, handles “spelling exceptions,” mostly instances 
in which the “same” stem varies slightly in spell-
ing according to what suffixes originally followed 
it. Stemming process should be remove the let-
ters placed in the words are “ed”, “ly”, “ing”. Usually 
English words constitute some morphological para-
digm to assigning the lemmas. c) Lemmatization 
progress may be of grouping the words that belongs 
to the same inflectional paradigm and assigning to 
each paradigm its corresponding canonical form 
called lemma. Lemmatization process performs four 
steps. There are

• Removal of suffix of length
• Addition of new lemma suffix
• Removal of prefix of length
• Addition of new lemma prefix

After performing the part of speech tagging the GATE 
tool do the process of chunking. These processes are 
shown in Figure 1. 

The results came from the lemmatization process 
 having tokens, grammatical tags and lemmas. 

Figure 1. Ontology Learning Layer Cake.
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3.2 Concept Identification
Concept Identification is an important portion covered 
in our proposed system. Concept identification is per-
formed by the technique of MLN. Using MLN we have 
to perform the process of learning weight and inference. 
Figure 2 describes the process of concept identification.

For performing the learning weight we have to use the 
method of MLN. To find the weights in a database we have 
to use the Maximum a Posteriori (MAP) weight method. 
This means the weights that maximize the product of 
their prior probability and the data likelihood. Pseudo-
likelihood is that the product of the conditional chance 
of every variable given the values of its neighbors within 
the data. Whereas economical for learning, it will offer 
poor results once long chains of inference are needed at 
enlarging time. 

Pseudo-likelihood is systematically outperformed by 
discriminative coaching, it minimizes the negative con-
ditional probability of the question predicates given the 
evidence ones. This learning weight can be performed by 
four methods. First, progress based on voted Perceptron. 
Here, using gradient descent algorithm use the gradient 
named as g, scaling based learning rate η, and to update 
the weight vector w, it can be represented by,

 W Wt t+ = −1 hg  (5)

The spin off of the negative Conditional Log-
Likelihood (CLL) with relevancy a weight is that the 
distinction of the expected range of true groundings of 
the corresponding clause and therefore the actual range 
in step with the information.
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Where y is the state of the non-evidence atoms in the data, 
and x is the state of the evidence.

 The second process is the contrastive divergence. In 
contrastive divergence we use MCMC algorithm. The 
MCMC algorithmic program usually used with contras-
tive divergence is Josiah Willard gibbs sampling, expect 
for MLNs a lot of quicker various method MC-SAT is 
offered. Because ordered sample in MC-SAT square 
measure a lot of less related to than ordered sweeps in 
Josiah Willard gibbs sampling, they carry additional data 
and square measure doubtless to yield a better descent 
direction. Specially, the various samples square measure 
doubtless to be from completely different modes, reduc-
ing the error and potential instability related to choosing 
one mode. 

The third progress is per-weight learning rates. To 
modify each algorithms are to own a distinct learning rate 
for each weight. Since standardization of each learning 
rate individually is impractical, we use an easy heuristic 
to assign a learning rate to every weight. 

 h h
i
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Where η is the user-specified global learning rate and ni 
is the number of true groundings of the ith formula. These 
values are being fixed, so it cannot be contribute to the 
variance.

The final process in the series is Diagonal Newton. In 
diagonal newton we just multiplying the gradient, g, by 
the inverse Hessian, H inverse.

 w w H gt t+
−= −1

1  (8)

In Diagonal Newton (DN) methodology, this uses the 
inverse of the diagonoized jackboot in situ of the inverse 

 
                             Figure 2. Pre-Processing. 
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jackboot. DN typically uses a smaller step size than the 
total Newton methodology. The main aim of this method 
is to found the step size. In each iteration, we take a step 
in the diagonalized Newton direction.
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Where d is the search direction. For a quadratic function 
and λ = 0, this step size would move to the minimum 
function value along d.

Regarding inference we have to perform the task of 
finding inference using alchemy software we have to 
finalize the inference values of each word in the schema. 
Before enter into the process of concept extraction we 
have to know about the PLSA process. Using this method 
we can derive the meaningful words in the corpus. So, 
using PLSA we find the synonym of the word. 

3.3 PLSA
PLSA (Probabilistic Latent Semantic Analysis) is normally 
used to capture the polysemy and synonymy in text. This 
was plays a role in many applications like retrieval and seg-
mentation. To train the parameters in the PLSA we have to 
use one algorithm named as Expectation Maximization. 
This PLSA consists of three parts. There are

- Document Selection
- Probability for latent class
- Probability for words

Here, we want to discuss with the portion of web based 
retrieval of information using PLSA. In that process 
first perform the initialization of PLSA, performance of 
PLSA and also retrieval process. Initialization needs to 
train the data’s in the dataset or from any other sources. 
It can be proceed to train good models. After trained all 
data’s we have to collect the good accuracy of particular 
data. Each and every PLSA model may have the differ-
ent initialization. The likelihood can play an important 
role in Initialization. Because, likelihood increases are to 
a locally optimal value with each iteration of Expectation 
Maximization. Using likelihood the accuracy of the cor-
responding model does not correlate with each other. 
Hoffman and brants produce the random initializations 

and also found the position of improve the performance. 
Combination of model is used to minimize the redundan-
cies of every parameter and also minimize the expression 
of errors. The result derived from this approach is any one 
good initialization could improve the performance over 
simply using a number of different initializations. 

Next we focus the operation of retrieval task. In infor-
mation retrieval progress first, take smaller corpus, on the 
order of a personal document collection. Here, we have 
to use four document collection parts. They are MED, 
CRAN, CISI, CACM. 

- MED (Documents related to Medicine)
- CRAN (Documents related to Institute of 

Technology)
- CISI (Documents related to Institute of Scientific 

Information)
- CACM (Documents related to Association for 

Computing Machinery)

For each information set, we tend to use the computed 
representations to estimate the similarity of every question 
to all the documents within the original assortment. For 
retrieving web based information we use the Probabilistic 
Latent Semantic Analysis process and get the good per-
formance results of documents. The document collections 
fully based on the initialization and performance of the 
PLSA. 

In PLSA model, we first computed the probability of 
each word occurring in the document, it can be repre-
sented as,

 p w d
p w d

p d
( | )

( , )
( )

=  (11)

Where, p(d) is the probability of document and p(w, d) 
is the probability of word and documents. Using this 
equation and assume that p(d) uniform to every pro-
cess of documents in the corpus. This will gives a good 
and smooth representation of every document. Then we 
have to find the similarity between term distribution of 
the candidate document, p(w/d) and query p(w/q). These 
could produce the efficient way of retrieving web docu-
ments using four methods, account for the dependence 
on initial conditions.

The next process include in the PLSA model is to seg-
ment the text potions. Text segmentation is performing 
based on the similarity of probability model. Here, a text 
can be divided into overlapping blocks of sentences and 
the PLSA representation of the terms in each block, p(w/b) 
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is computed. The similarity between adjacent blocks b,  
b is computed using their probability of blocks and similar-
ity measure. Text segmentation based on the boundaries. 
These boundaries can have the blocks and with close 
matches. According to that matches we decide the bound-
aries are within the k words/sentences, where k is the half 
of the average segment length in the test data. In order to 
account for the random initial values of the PLSA models, 
we tend to perform the entire set of experiments for each 
parameter setting four fold and averaged the results. 

3.4 Concept Labeling 
The completion of concept identification is move onto the 
process of concept labeling. The result came from the con-
cept identification and term extraction can be taken into an 
input as concept labeling. Here, the inference and weight 
values can enter into the labeling process. This could be in 
an internal process. Our main process does not explicitly 
show the results of labeling. But according to the labeling 
results we have to move onto the next process of concept 
hierarchy extraction. In corpus the relation labeling can 
be used to retrieve the learning ontology. In this process 
we have to combine these S, R and also term extraction 
and taken into the input of hierarchy  extraction. 

3.5. Concept Hierarchy Extraction
In Concept Hierarchy Extraction we have to do three kinds 
of processes. There link prediction, hierarchy extraction 
using FCA and hierarchy extraction using Hearst Pattern. 
In that progress we have to include some additional pro-
cesses. In first, link prediction task can be done with the 
help of MLN. The Markova logic network can extract the 
words in different manner. For that purpose predicts the 
links in an efficient manner. The link prediction downside 
could be relevant to variety of fascinating current appli-
cations of social networks. Progressively, for example, 
researchers in artificial intelligence and data process-
ing have argued that oversized organizations, such as an 
organization, will benet from the interactions inside the 
informal social network among its members. These can 
be serving to supplement the official hierarchy obligatory 
by the organization itself. Effective ways for link predic-
tion may be wont to analyze such a social network and 
recommend promising interactions or collaborations 
that have not nevertheless been utilized inside the orga-
nization. Figure 4 can explains the process of hierarchy 
extraction.

Formal Concept Analysis (FCA) is a method mainly 
used for the analysis of data in hierarchy manner. FCA 
can be seen as a conceptual clustering technique as it 
also provides intentional descriptions for the abstract 
concepts or data units it produces. Concept Hierarchies 
represent a conceptualization of a website with regard to 
a given corpus within the sense that they represent the 
relations between terms as they are utilized in the text. 
However corpora represent a really restricted read of the 
globe or a certain domain thanks to the very fact that if 
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        For each information set, we tend to use the computed representations to estimate the 
similarity of every question to all the documents within the original assortment. For retrieving 
web based information we use the Probabilistic Latent Semantic Analysis process and get the 
good performance results of documents. The document collections fully based on the 
initialization and performance of the PLSA.  
      In PLSA model, we first computed the probability of each word occurring in the 
document, it can be represented as, 
 

 
      Where, p (d) is the probability of document and p (w,d) is the probability of word and 
documents. Using this equation and assume that p(d) uniform to every process of documents 
in the corpus. This will gives a good and smooth representation of every document. Then we 
have to find the similarity between term distribution of the candidate document, p(w/d) and 
query p(w/q). These could produce the efficient way of retrieving web documents using four 
methods, account for the dependence on initial conditions. 
      The next process include in the PLSA model is to segment the text potions. Text 
segmentation is performing based on the similarity of probability model. Here, a text can be 
divided into overlapping blocks of sentences and the PLSA representation of the terms in each 
block, p(w/b) is computed. The similarity between adjacent blocks b, b is computed using 
their probability of blocks and similarity measure. Text segmentation based on the boundaries. 
These boundaries can have the blocks and with close matches. According to that matches we 
decide the boundaries are within the k words/sentences, where k is the half of the average 
segment length in the test data. In order to account for the random initial values of the PLSA 
models, we tend to perform the entire set of experiments for each parameter setting four fold 
and averaged the results.  

(11) 
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for every pattern that merely classifies a noun combine as 
hypernym/hyponym if and providing the specific pattern 
happen a minimum of once for that noun combine. In our 
process we decide to integration of our hierarchy process 
into social web data. Social web data could produce the 
results of like Wikipedia. Wikipedia can efficiently per-
form the task of information retrieval. So like that our 
hierarchy progress should display the information about 
web data. The information retrieval can be integrated 
into the ontology learning. The social web data can pro-
duce the large amount of information of tourism places. 
Using these three methods such as MLN, FCA and also 
hearst pattern we have to produce the result in a hierar-
chy manner. The hierarchy order will take the order of 
country, organization, date, person, location, money then 
vehicle. The reason for choosing this order is based on 
the corpus. Because of here, we were chosen the corpus 
of lonely planet. This lonely planet can contain the details 
of tourism. 

4. Experiments
In this division, we accomplish the wide-ranging set of 
experiments to scrutinize the performance of the pro-
posed method of OBCHED framework by comparing 
it into the state-of-art method. The proposed OBCHED 
technique consists of three processes. There are Pre-
Processing, Concept Identification and Concept Hierarchy 
Extraction. That technique can provide better results of 

extraction. Using this proposed technique we have to 
acquire the accuracy of words involved in the progress. 
The extraction results and some other dataset results are 
should be given below. 

4.1 Experimental Testbed
In our experimental testbed we have to use the input of 
lonely corpus planet dataset. This dataset are having the 
fields of countries, cities, cultures, organization, per-
son and etc. This dataset is taken from the http://www.
lonelyplanet.com/destinations. The reason for choosing 
the dataset is to examine the performance of concept 
extraction for more consideration. This dataset has dif-
ferent ways of input and details. But we are choosing only 
the countries and cities related details and we processed 
those details only limit to other properties in the dataset. 
Thus the dataset is suitable for our proposed OBCHED 
 technique.

4.2 Comparison
In our experiment, we compared the proposed OBCHED 
technique with state-of-art method like PREHE 
(Probabilistic Relational Hierarchy Extraction). The 
previous PREHE method contains the processes of 
pre-processing, concept identification and hierarchy 
extraction. Our proposed technique also does the same 
processes of pre-processing, concept identification and 
concept hierarchy extraction with some slight changes. 
The changes can be highlighted first; in hierarchy extrac-
tion process the results can maintain the structural 
richness of web data and second integration of web data 
into the results of hierarchy process. So normally, pre-
processing can be done with the help of some methods in 
learning process. The pre-processing consists of tokeni-
zation, POS tagging, Stop-Word Removal, Stemming, 
Lemmatization, Chunking, Syntactic Analysis and 
Hypernym Extraction. Here the processes of tokenization, 
POS tagging, Chunking and also Syntactic Analysis are all 
performed with the help of GATE tool. According to the 
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Table 1. Comparison of PREHE and OBCHED

Technique PREHE OBCHED
CPREHE CHearst CFCA COBCHED CHearst CFCA

Precision 6,000 10,000 10,000 12,358 12,056 12,356
Recall 130 100 105 190 140 140
F1 Measure 180 160 145 200 200 170



Ontology Based Concept Hierarchy Extraction of Web Data 

Indian Journal of Science and TechnologyVol 8 (6) | March 2015 | www.indjst.org544

GATE process we get the compact results of  particular 
document. The remaining processes are performed by 
our Java language. Tokenization is the process of divid-
ing the words in the sentence. Each and every sentence 
had more number of tokens. The tokens are also called 
as keywords, phrases and some other meaningful items. 
The tokens are normally separated by the white spaces. 
The punctuation and symbols are not allowed into the 
tokens. According to the token generation the learning 
progress shall be move onto further. Next step is a parser. 
Here, we use Part-Of-Speech tagger used to generate the 
grammatical tags. This parser should remove the noun, 
verb and adjective present in the text. Then involves the 
chunking process is to be divide the words and highlight 
it into the result window. The set of words can be form 
the chunking word. After that find out the syntactic unit 
of words in the text. This could provide the meaningful 
portion of the pre-processing step and these all are done 
with the help of GATE tool. The GATE tool results are 
displayed in result window. Next, do the operation of 
stop-word removal at that time the letters in the words 
can be removed. The letters should be “is”, “was”, “and”, 
“that”. The separated words have taken into account the 
progress of taxonomic relations. Then move to the process 
of stemmer. Usually stemmer shall be play the operation 
of removing the letters of “ed”, “ing”, ”ly” like that. So syn-
tactic and semantic meaning of words can be identified 
using these steps. Next stage of pre-processing is to find 
out the lemmatization of each word. Lemmatization is 
the process of grouping together with different inflected 
forms of a word. Say for example the airplane is matched 
as the airplanes. The next process is the term weight. In 
this stage we are going to calculate the weight for the each 
term. Finally, we have to know the exact meaning of every 
word in the text. For that reason we can use the hypernym 
extraction. According to hypernym extraction the pro-
cess begin to lead concept hierarchy extraction. These all 
are done using java language. Those pre-processing meth-
ods all are same for both state-of-art technique PREHE 
(Probabilistic Relational Hierarchy Extraction) and our 
proposed OBCHED (Ontology Based Concept Hierarchy 
Extraction of Web Data technique. 

Next one concept is named as concept identification. 
In concept identification is mostly common to both the 
techniques. Because of in our progress we had to find 
the learning weight and also the inference. For learning 
weight decide to use the method of Markov Logic Network 
(MLN). To produce the inference values we have to take the 

alchemy process. According to that process could  display 
an efficient value of inference. Another important concept 
in this technique is concept hierarchy extraction. This will 
differs from PREHE and OBCHED techniques. This pro-
cess mainly used to relate the documents in to web. Here, 
first we take the hierarchy extraction process using MLN 
and FCA. Using MLN found the link prediction. Due to 
the involvement of FCA is to produce the extracted mean-
ings in hierarchy manner. In that process we need to add 
the hearst pattern used to implement in word net tool to 
discover the hypernym of words in the corpus. After that 
the hierarchy extraction result can be displayed in the 
order of country, organization, date, person, location, 
money and vehicle. The order might be in efficient man-
ner. Then finally we have to click the chunk words in the 
output window we can see the web related information of 
every possible words. This could produce the web informa-
tion like Wikipedia. The information can be retrieved from 
the web using the process of integration of social web data. 
This could be related to the semantic web information. 

4.3 Experimental Results
This experiment seeks to study the control of concept 
hierarchy extraction into the ontology learning. Figure 03. 
shows the Precision, Recall and F1-Measures for the pro-
posed technique. The OBCHED technique was evaluated 
by comparing its output with a PREHE. For this purpose 
we use the data set of Lonely Planet corpus for performing 
the concept hierarchy extraction task. Here we evaluate 
three concept hierarchy extraction techniques were used 
in order to extract the concepts from the Lonely Planet 
corpus. This three extracted techniques are COBCHED, 
CHEARST, and CFCA. COBCHED is the concept hierarchy extrac-
tion using the OBCHED technique. This OBCHED 
technique is based on the Markov Logic Networks, which 
is performed by the Alchemy software packages, and also 
performed by the formal concept analysis. 

The OBCHED technique consists of the steps of Pre-
processing, Weight Learning, Inference and Concept 
Hierarchy Extraction. Here the pre-processing steps con-
tains tokenization, POS tagging, chunking and syntactic 
analysis these all are performed by the GATE tool. Then 
Stemming, Stop words, Lemmatization, term weighting 
these can be have performed by the java code. Finally we 
calculate the Term weight for the pre-processing process. 
Then hierarchy extraction should integrate the social 
web data. These all process is covered by the OBCHED 
 techniques.
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The experiment results can be compared with the 
technique of PREHE and OBCHED. Figure 5 (a) and 
Figure 5 (b) can show the results of comparison of both 
techniques. The results can be varying with the parameter 
of accuracy. Our process should produce more accuracy 
when compared to previous technique. The accuracy can 
be calculated with the help of the values of precision, 
recall and also F1 measure. Our proposed OBCHED 
technique can have the best precision, recall and also F1 
measure. According to those values the accuracy of every 
technique shall be calculated. 

This paper presented a framework of OBCHED for 
concept hierarchy extraction which applies Markov Logic 
Networks for predicting the links and also provides the 
hierarchy results of web data integration. As a transaction 
between efficiency and accuracy we first proposed deter-

ministic OBCHED technique using the pre-processing 
and concept hierarchy extraction. To implementing this 
OBCHED technique we have to use the dataset of lonely 
planet corpus. The dataset having the details of tourism 
countries, cities and temples like that. According to the 
dataset we take the input of words and further processes 
are carried out by techniques. First process of our concept 
hierarchy extraction is pre-processing.

5. Discussion
Pre-processing consists of many activities. These are all 
placed in ontology learning progress. Pre-processing is 
used for extracting meaningful words from the corpus. 
The pre-processing activities are could be performed by 
tools and languages. In our process we use GATE tool 
for performing operations of tokenization, POS tagging, 
chunking and syntactic analysis. After that we had to do 
the activities of stop-word removal, stemming, lemma-
tization, term weighting and also hypernym extraction. 
These all are done by using Java language. Second pro-
cess is concept identification. In concept identification 
we use MLN method to learning the weight of words. 
For that purpose we can use the simple weight learning 
method to produce the good results. The main progress 
include in that is to find the inference values. For finding 
the inference we could use alchemy process. It may be the 
software to produce the optimized values of every word 
in the corpus. Alchemy Packages also used for implement 
the concept identification process. Alchemy packages are 
used for make the perfect inference process. For imple-
menting all this performance, we use the dataset of Lonely 
Planet. The final process of our OBCHED technique is the 
concept hierarchy extraction. In that situation, need to 
do the efficient way of hierarchy extraction. For this rea-
son we predict the links in the social networks. The link 
prediction is process to be done with method of Markov 
Logic Network (MLN). Then hierarchy extraction shall 
be processed using formal concept analysis (FCA). In 
this period, we have to extract the words with meaning-
fully. After, that performs the hierarchy process in Hearst 
pattern manner. It could provide the hierarchy results in 
proper manner. For this purpose we should use the word 
net tool for extracting the hypernym words which means 
exact meaning. Our OBCHED technique can do the 
process of integrating the social data into our hierarchy 
manner. It could produce the efficient way of retrieving 
the content from the web. 

process. Then hierarchy extraction should integrate the social web data. These all process is 
covered by the OBCHED techniques. 
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6.  Conclusion and Future 
Enhancement

In this paper we present efficient concept hierarchy 
 extraction technique named as OBCHED. This technique 
could provide the best concept hierarchy extraction process 
with more accuracy and also the efficiency. The concept 
hierarchy extraction could display results of integration of 
web data. Thus our proposed technique gives better process. 
But to improve the relationship in ontology learning we 
can move onto the process of semantic relation. In future, 
the idea to make the relationship in semantic web use asso-
ciation rule mining for joining the relationship. To identify 
the non useful words we want to implement the seman-
tic relation. Then we need to implement another process 
named as axiom learning. Axiom learning is an important 
process in learning ontology. The entire final step of the 
process is to implement the ontology population. Ontology 
population is used to analyze the population in semi auto-
matically. This idea is decided to implement in future. 
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