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1.  Introduction

In the broad area of applications such as fraud detection 
for online social networks, telecommunication, credit 
cards, insurance or health care, intrusion detection for 
cyber-security, fault detection in safety critical systems 
etc., anomaly detection comes to the scene1,2.The main 
problem is to find patterns in data that do not abide by 
the expected behavior. These abnormal patterns are 
often referred to as anomalies, outliers, exceptions, 
and aberrations etc., which are different in different 
application domains.It is a very challenging task because 
now-a-days the size of the network data are very large 
and also increasing day by day.Numerous researches have 
been going on in diverse areas and application domains 
to cope with this problem.While working with this large 
scale data, interconnection between the entities often 
provides additional information that may be exploited 
for detection of anomalous events efficiently. This type of 
interconnectivity and inter relation between the data can 
be efficiently modeled using graph. In various application 
domains proper anomaly detection can tells when and 

what actions should be taken to prevent loss. For example, 
by investigating an anomalous traffic pattern in a computer 
network it can be said that sensitive data are sending out 
by a hacked computer to an unauthorized destination. 
Again, when an MRI image is anomalous then it may 
indicate presence of malignant tumors. Besides this, in 
credit card transaction, data anomalies could indicate 
credit card theft. In the statistics community, detecting 
anomalies in data has been studied extensively as early as 
the 19th century3.

As graph data becoming ubiquitous now-a-days, 
the techniques for structured graph data have been in 
limelight recently. Many works have been developed in 
the field of anomaly detection using graph data, as objects 
in graphs have long-range correlations. So, graph can be 
used as unified frameworks for solving anomaly detection 
problems in several application domains. 

In this work, anomaly detection methods for detecting 
anomalous data where data represented as graphs are 
depicted in a nutshell and it contains a short review of 
recent existing graph based anomaly detection methods 
and its outcomes. Also some real world applications 
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of graph based anomaly detection methods have been 
given with future directions to improve the approach of 
detecting anomalies in data in short. 

The paper is organized as follows: Section 2 describes 
challenges associated with anomaly detection problem. 
Section 3 describes the advantages of using graph data 
for anomaly detection. In section 4 various existing graph 
anomaly detection methods are described in brief. Section 
5 gives the applications of graph based anomaly detection 
in various real world application domains. Finally section 
6 concludes the paper giving some future scopes.

2.  �Challenges  in the Field of 
Anomaly Detection

An anomaly is defined as a pattern that does not 
conform to expected normal behavior in an abstract 
sense. Therefore in a straightforward way the aim of the 
anomaly detection approach is to define a region that 
represents normal behavior and area in the data which 
does not belong to this normal region treated as anomaly. 
But there are several factors that make this approach very 
challenging:
•	 Defining a normal region with all possible normal be-

havior is very difficult. Because the boundary between 
normal and anomalous behavior is often not precise. 
So, an anomalous observation which lies closely with 
the boundary of normal observations can actually be 
normal, and vice-versa.

•	 Normal behavior keeps evolving in various domains 
and a current notion of normal behavior might 
change completely in the future.

•	 The actual notion of an anomaly is different for differ-
ent application domains, e.g. deviation in stock price 
in the stock market domain is considered as normal 
where in the medical domain a small deviation in 
body temperature from normal might be an anomaly. 
Thus anomaly detection technique developed for one 
domain is not applicable for another domain.

•	 In most of the cases the task of differentiating normal 
behavior is more difficult because of malicious adver-
saries often adapt themselves after some malicious 
actions and make the anomalous observations appear 
like normal. 

•	 Noisy data often behaves like the actual anomalies and 
so they are also difficult to distinguish and remove.
Due to the above challenges it is not very easy to solve 

the anomaly detection problem. Most of the existing 
anomaly detection techniques solve the problem by 
formalizing the problem considering nature of the data, 

availability of labeled data, and type of anomalies to be 
detected, etc.

3.  �Advantages of Graphs in the 
Field of Anomaly Detection 

Here we give four reasons of how graph is advantageous 
for anomaly detection.
•	 Most of the data objects are often related to each oth-

er and there are some dependencies. Majority of the 
relational data can be thought of as inter-dependent, 
which may help to find anomalies in large intercon-
nected networks.  For example biological data such as 
the food web and Protein–Protein Interaction (PPI) 
networks, terrorist networks, email and phone-call 
networks, retail networks, blog networks, social net-
works, to name but a few such networks that possess 
high cohesiveness2 .

•	 Problems in anomaly detection domain are mostly 
relational in nature. The nature of anomalies could 
exhibit themselves as relational. For example in the 
fraud domain, the fraudsters are most of the cases re-
lated or interconnected to each other. These phenom-
ena can be easily and efficiently modeled as graph.

•	 Graph has a powerful representation which is used to 
represent inter-dependencies by the introduction of 
links (or edges) between the related objects very effi-
ciently. The long-range correlations can be measured 
using the multiple paths lying between these related 
objects. Furthermore, representation of rich datasets 
is permit-ted by the graphical representation which 
enables the incorporation of node and edge attributes.

•	 Adversarial robustness, which is very important is 
provided by graph e.g. in fraud detection systems, 
behavioral clues such as log-in times and locations 
(e.g., IP addresses) can easily be altered by advanced 
fraudsters. Besides this, it may be reasonable to argue 
that the fraudsters could not have a global view of the 
entire operating network (e.g., money transfer, tele-
communication etc.). In that case it would be harder 
for a fraudster to fit into this network properly with-
out knowing its entire characteristic structure and dy-
namic operations.

4.  �Existing Graph Based Anomaly 
Detection Methods

In this section the existing works on graph anomaly 
detection techniques are described by dividing them into 
two categories namely static graph anomaly detection, 
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dynamic graph anomaly detection (depicted pictorially in 
Figure 1.). 

4.1 Static Graph Anomaly Detection
This section deals with finding anomalous entities (e.g. 
nodes, edges, sub-graphs) in static snapshot of graph.

4.1.1. Structure Based Anomaly Detection
There are mainly two types of structure based anomaly 
detection techniques namely anomalies in static plain 
graphs and anomalies in static attributed graph. They are 
described below.

Firstly, in anomaly detection scheme in static plain 
graph, various graph centric features like node degree, 
centrality, egonet etc. are extracted and a feature space is 
constructed taking together with other features extracted 
from additional information sources for anomaly 
detection. Hassanzadeh et al proposed4 an anomaly 
detection technique where they use graph metrics for 
identifying users with anomalous relationships to other 
user in online social networks. They have used various 
graph theoretic properties such as- number of neighboring 
nodes and edges, betweenness centrality and community 
cohesiveness for differentiating people’s online behavior 
by their usage pattern. Normal users follow common 
patterns whereas abnormal users do not follow the normal 
behaviour. Besides this, looking at the relationships of 
users can reveal meaningful patterns because user can 
hide their identity by providing false information but 
cannot hide links that they have established with others. 
They use local metrics like- single node (ego), 1-level 
neighborhood (an egonet), 2-level neighborhood (a 
super egonet) and betweenness centrality and average 
betweenness user’s egonet, community cohesiveness of 
user’s super egonet are measured for identifying users 
with anomalous link structures. They also evaluated the 
method with the existing data collected from three online 
social networks (Facebook, Orkut, Flickr) and concluded 
that in particular average betweenness centrality gives 
better accuracy in detecting anomalies than existing 
approaches.

In case of static attributed graphs, the main goal 
is to identify substructures in the graph that are rare 
structurally with respect to both the connectivity-wise, 
as well as attribute-wise. Mookiah et al proposed a graph 
based anomaly detection method called GBAD5. It is 
basically based upon the theory that a person attempting 

to commit an unusual or illegal action would do so by 
imitating the known behaviors thus concealing their 
true intensions. It mainly consists of three different 
algorithms- GBAD-MDL, GBAD-MPL and GBAD-P. 
GBAD-MDL algorithm finds the normative substructure 
using Maximum Description Length principle (MDL) and 
further finds similar substructures with acceptable level 
of modification from normative sub-structure. GBAD-
MPL algorithm also determines the best substructure 
by looking at edges and vertices that are missing .The 
GBAD-P algorithm uses the MDL evaluation technique 
to discover the best substructure in a graph, but instead 
of examining all instances for similarity, this approach 
examines all extensions to the normative sub-structure 
(pattern), looking for extensions with the lowest 
probability. The authors used this method to discover 
suspicious employees and their actions as a tool for 
supporting potential criminal investigation.

4.1.2 Community based Anomaly Detection
The aim of this technique is to find the densely connected 
nodes in the graph that forms cluster and spot the node 
that have inter cluster connectivity. 

Moradi et al proposed a community based anomaly 
detection method6 by identifying communities that do 
not respect the community boundaries. This work is 
based on a hypothesis that misbehaving nodes tend to 
belong to multiple communities. To achieve this, authors 
enhanced disjoint communities where each node only 
belongs to a single community, with a layer of auxiliary 
communities. This community is formed over the 
boundaries of neighboring communities which allows 
a node to be the member of several communities and 
this enhancement can be used to identify anomalies in 
network traffic. They also applied this method to identify 
network intrusion and unsolicited emails in two different 
datasets generated from network traffic collected on a 10 
Gbps Internet backbone link of a large national university 
network and they have shown that, this method is very 
effective and provides consistent performance over time.      

Perozzi et al proposed a method7 called focused 
clustering and outlier detection in static attributed 
graphs namely FocusCO. The algorithm mainly has 
three steps. (i) Inferring attribute weights (ii) extracting 
focused clusters and (iii) outlier detection. In short, the 
aim is to output a set of nodes provided by a user those 
are agreed upon the ’focus attributes‘. In this method, a 
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cluster of densely connected nodes called ’focus clusters‘ 
are found with respect to the ’focus attributes‘ and based 
on the focused clusters an outlier is defined as a node that 
structurally belongs to the cluster but deviates much in 
focus attributes. They have shown that the method is very 
effective and scalable for synthetic and real world graphs. 
Also it outperforms various existing algorithms.

4.2. Dynamic-Graph Anomaly Detection
Real world graphs are constantly evolving. Detecting 
anomalies in this type of dynamic graphs are very 
challenging task. Here, mainly 6 methods for dynamic 
graph anomaly detection have been considered.

4.2.1. Distance Based Anomaly Detection
Distance based metric can be used to measure the 
change between two objects. Two objects having a small 
difference in measured metric are said to be similar. 
There are various metrics for detecting anomalies, e.g. 
Error correcting graph matching distance, Maximum 
Common Sub graph (MCS) distance of adjacency 
matrices, Graph Edit Distance (GED), Hamming distance 
for the adjacency matrices of the graphs etc. Gaston et 
al. proposed a way8 to detect abnormal changes in time-
evolving communication graphs using diameter distance 
which is measured by difference in graph diameter (i.e. 
greatest of the longest shortest path of all vertices).

4.2.2. Compression based Anomaly Detection
In this process a compact graph representation is 
achieved using Minimum Description Length (MDL) 
and compression technique by exploiting patterns 
and regularities of data with minimum encoding 
cost. Anomalies then defined as graphs that prohibit 
compression. The Sun et al proposed an algorithm9 called 
GraphScope which is an MDS based, parameter free 
algorithm for discovering node partition in streaming 
graphs and monitoring their evolution over the time in 
order to detect abnormal events.

4.2.3. Decomposition Based Anomaly Detection
This method detects temporal anomalies by representing 
set of time evolving graphs as a tensor or multidimensional 
array and performing factorization or dimensionality 
reduction. Sun et al proposed a novel method10 called 
Compact Matrix Decomposition (CMD), to compute 

sparse low rank approximations. The reconstruction 
error of each sparse graph is tracked over time and if it 
changes much at some time, the corresponding graph is 
anomalous.

4.2.4. �Community or Cluster Based Anomaly 
Detection

In case of community or cluster based method, instead 
of monitoring changes in whole network, a community 
is being monitored over time for any anomalous events. 
Aggarwal et al. provide a structural outlier detection 
scheme11 in massive network streams by dynamically 
partitioning the network in order to construct statistically 
robust models of connectivity behavior.

4.2.5. �Probabilistic Model Based Anomaly 
Detection

The probability theory construct model which can be 
treated as normal and deviation from this model are 
marked as anomalous. A two stage method12 has been 
pro-posed by Heard et al. where first stage consists of 
simple, conjugate Bayesian models for discrete time 
counting processes to track the pair wise links of all 
nodes in the graph for assessing normality behaviour and 
standard network inference on greatly reduced subset of 
potentially anomalous nodes is applied in second stage.

4.2.6. Window Based Anomaly Detection
Anomaly detection algorithms provide some methods 
which are bound to a time window in order to detect 
anomalies. Eberle et al13 proposed an approach called 
Pattern Learning and Anomaly Detection on Streams 
(PLADS), which is a partitioning and windowing approach 
that partitions the graph as it streams in over time and 
maintains anomalies and normative patterns which is 
biased towards the set of normative patterns found in the 
’current time window‘. It is also scalable to real world data 
and also very effective in detecting anomalies. 

5.  �Applications of Graph Based 
Anomaly Detection

Some real world applications of graph based anomaly 
detection techniques have been given below in Table 1.
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Table 1.    Applications of Graph based Anomaly Detection Techniques
Anomaly Detection 

Schemes
Type of Anomaly 

Detects
Methodology Results

Detecting Anomalies 
in Mobile Telecom-
municationNetworks 
Using a Graph Based 
Approach 14

Mobile Telecom-
munication Fraud

Telecom data (phone call and mes-
sage data) are represented as a graph 
and Graph-Based Anomaly Detec-
tion (GBAD) tool5 is used to find 
anomaly in the data.

Authors have used anonymized cellular phone 
data provided by Nokia through the 2012 Mobile 
Data Challenge (MDC) as data set. They claimed 
that it can prove beneficial to emphasize on graph 
based representation of data for detecting anoma-
lies in Mobile Telecommunication Networks and 
with the real world data the graph representation 
allows detection of 5 (but 3 unique) anomalous 
substructure in mobile call graph, two of which 
are detected using distinct evaluation metrics 
with different normative patterns.

Using Neighbor 
Diversity to Detect 
Fraudsters in Online 
Auctions15

Online Auction 
Fraud 

Approach is based on neighbor 
diversity of each trader for detecting 
fraudsters. The intuition is that the 
neighbor of a fraudster is likely to 
have similar patterns and have a low 
diversity. Four types of neighbor di-
versity based on number of received 
ratings, the number of cancelled 
transactions, the joined date and 
k-core have been proposed. 

Performance of the algorithm are evaluated using 
real world dataset collected from Ruten (www.
ruten.com.tw), which is one of the largest auction 
websites in Taiwan. The neighbor diversity on 
the number of received ratings or on the number 
of cancelled transactions significantly improves 
the performance; recall and F1-measure some-
times reduce the precision. However the result 
on neighbor diversity based on k-core or on the 
joined data shows little or no improvement. 

Guilt-by-Constella-
tion: Fraud Detection 
by Suspicious Clique 
Memberships16

Social security 
fraud

Introduced a clique-based features 
which are used to detect fraudulent 
companies in three steps- (i) Prop-
agating a time-dependent exposure 
score for each node based on its rela-
tionships to known fraud in the net-
work. (ii) Deriving cliques of compa-
nies, resources and labeling cliques 
in term of fraud and involvement 
in bankruptcy. (iii) Characterizing 
each company using combination of 
intrinsic and relational features and 
its membership in suspicious cliques. 

For each timestamp approximately 220,000 active 
companies and 5 million resources are registered 
with social security institution has been taken 
as dataset. Performance has been measured with 
respect over time, precision and variable impor-
tance and this method is able to uncover 22% 
fraud cases.

A New Clustering Ap-
proach For Anomaly 
Intrusion Detection17

Network intrusion 
detection

Approach is based on medoid 
clustering algorithm and certain 
modifications of it. It is better than 
k-means algorithm and overcomes 
the disadvantages of dependency on 
initial centroid, number of clusters 
and irrelevant clusters.  

KDD cup99 data set (first given by Massachusetts 
Institute of Technology for intrusion detection) 
is used for the experiment. The accuracy of the 
algorithm is 96.38% which is comparatively high-
er than the existing k-means, FCM and Y-means 
algorithms.

Review graph based 
online store review 
spammer detection18

Anomalies in 
opinion networks

Heterogeneous review graph concept 
is used to capture the relationship 
among reviewers, review and stores 
that the reviewers have reviewed. 
This type of interaction between 
nodes can reveal the cause of spam 
and also the suspicious reviewers can 
be identified.

Store review data from www.resellerratings.com, 
which is a largest host of review stores, has been 
used for the experiment. This method can identi-
fy delicate spamming activities with good preci-
sion (according to the experiment, 49 out of 100 
suspicious candidates are spammers, i.e. precision 
49%) and human evaluator agreement. 
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6.  Conclusion and Future Scopes

The aim is not to claim the superiority of graph-based 
methods over other detection techniques, rather to 
covey the expressiveness of graphs in capturing real 
world phenomena, which makes them very powerful 
machinery for abnormality detection.  Mainly three 
issues are emphasized; (1) data instances are often inter-
dependent and exhibit long-range correlations, (2) the 
anomaly detection problem is often relational in nature 
(e.g., opportunistic or organized fraud), and (3) robust 
mechanism is necessary to fight with the attackers (e.g. in 
fraud scenarios). Graphs prove to be effective in all these 
aspects. After studying some existing works some future 
scopes can be inferred. 
•	 Anomaly Prevention is very necessary to save the 

criminal activities. For this it is very much needed to 
detect anomaly in real time and before actually it can 
happens. Although some works16,20 exits but still lots 
of improvements required.

•	 Graph Theoretic codes are majority decodable21. It 
can be used for error correction and detection. The 
circuit matrix (or cut-set matrix) of a linear graph ‘G’ 
is a binary linear code of distance ‘d’ and length n-an 
(n, d) code; where n is the number of branches in G 
and d is minimum number of branches in a circuit (or 
a cut-set) of G. In future, it can be used to track ab-
normalities in the graph structure and can be used to 
differentiate between normal and abnormal patterns.  

•	 Many algorithms for time-evolving graphs require a 
time-window for feature extraction or computation 
of the normal graph/node activity; one of the open 
questions is how to choose this window in order to 
discover the different types of outliers in the graph se-
quences is still open. 

•	 Most methods in the data mining and machine learn-

ing community focus on detection performance while 
ignoring adversarial robustness. It is of high interest, 
from the practitioner’s point of view, to understand 
the adversarial robustness of a new algorithm; i.e. 
how easy it is to break the algorithm or what is the 
minimum amount of knowledge or computational 
power the attacker needs to have access to, in order to 
disguise their bad activities.

•	 Most methods ignore the cost aspects of information. 
These costs, on the other hand, may exhibit them-
selves in various forms with varying levels, e.g., cost 
in measurement and monitoring applied on the sys-
tem; cost in being exposed to certain types of attacks 
exerted on the users; and cost in getting around of 
the algorithms exerted on the adversaries (which also 
relates to the above). These varying costs should be 
accounted for differently in algorithm development.

•	 Last but not the least; it may be the case that there is 
more than one network available, capturing different 
aspects of relations (e.g., friendship network among the 
same individuals). While possibly beneficial, how to ex-
ploit all available networks and fuse clues from all these 
sources for anomaly detection remains an open area.
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