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Abstract

The task of finding and maintaining routes in a Wireless Sensor Networks is a nontrivial task since energy restrictions and
sudden changes in node status (e.g. failure) cause frequent and unpredictable topological changes. This work introduces
a novel location routing protocol that uses smart antennas to estimate nodes positions into the network and to deliver
information basing routing decisions on neighbor’s status connection and relative position, named LBRA. The main
purpose of LBRA is to eliminate network control overhead as much as possible. To achieve this goal, the algorithm employs
local position for route decision, implements a novel mechanism to collect the location information and involves only route
participants in the synchronization of location information. In addition, the protocol uses node battery information to make
power aware routing decisions. In order to asses LBRA a series of simulations were designed with the help of the Network
Simulator 2 (ns2). The experiment results showed that LBRA succeed in reducing the control overhead and the routing
load, improving the packet delivery rate. Additionally, network power depletion is more balanced, since routing decisions

are made depending on nodes’ battery level.
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1. Introduction

Wireless Sensor Networks (WSNs) are an emerging
technology for low cost, unattended monitoring
of a wide range of environments'. One of the most
important constraints of sensor nodes is the low power
consumption requirement since they carry limited,
generally irreplaceable, batteries. In addition, they are
also characterized by scarce processing speed, storage
capacity and communication bandwidth, thus requiring
careful resource management.

Due to the inherent characteristics and restrictions
of sensor nodes, routing in WSNs is very challenging.
The task of finding and maintaining routes is nontrivial
since energy restrictions and sudden changes in node
status (e.g. failure) cause frequent and unpredictable
topological changes®. Although many routing algorithms
for WSNs have been proposed, the authors in® estab-
lish that routing protocols that do not use geographical
location information are not scalable and in* is set that

ideal routing protocols for WSNs should base routing
decisions on information exchanged with neighbors, offer
network reliability and require minimal message over-
head, power consumption and memory footprint. For
these reasons most of the research on routing in WSNs
has focused on localized or position-based protocols.
Localized routing algorithms avoid control-traffic over-
head by requiring only accurate neighborhood informa-
tion and a rough idea of the position of the destination
which is extremely suitable for networks with critical
power-constrained resources at nodes such as WSNs®.
Besides, location information can also be used to iden-
tify a data source for application requirements; however,
the use of localized protocols poses evident problems in
terms of reliability.

The accuracy of the destination’s position is an import-
ant problem to consider. The simplest method to resolve
the location problem is to provide all nodes with a GPS
receiver that would allow assigning real coordinates to
nodes into the network. However, this is an expensive
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solution due to GPS receiver’s cost, power consumption
and size requirements. A novel approach, that remained
until recently unexplored, is the use smart antennas to
estimate nodes positions accurately and to improve net-
work communication, decreasing power consumption
and therefore increasing its life cycle. A smart antenna is
an antenna composed of many antenna elements that are
arranged in alinear, circular or planar configuration. Their
role is to increase the radio signal quality by optimiz-
ing radio propagation and to increase medium capacity
by increasing bandwidth utilization. Their smartness
resides in the combination of the signals received within
the smart antenna elements®. Smart antennas in general
have been for long considered unsuitable for integration
in wireless sensor nodes. They consist of more than one
antenna element and therefore require a larger amount
of space than traditional antennas. In addition to that,
the processing of more than one signal requires more
computational power and electronics capable of trans-
lating Radio Frequency (RF) signals to base band signals
suitable processing. However, it has been experimentally
demonstrated that the use of smart antennas can increase
overall network capacity and significantly reduce power
consumption. Moreover, it has been shown that the use
of smart antennas in sensor networks is in some cases
obligatory and in other cases achievable, with minimal
additional cost®®.

This article presents a novel location routing proto-
col LBRA (Location Based Routing Algorithm) based on
smart antennas for Wireless Sensor Networks.

2. Related Work

Routing in WSNs is generally classified based on net-
work structure as flat, hierarchical, or location based?.
In location-based routing, sensor nodes’ positions are
exploited to route data in the network and sensor nodes
are addressed by means of their position. In this kind
of routing, location information is used by protocols to
calculate the distance between two particular nodes so
that energy consumption required for communication
can be estimated. To save energy, some location-based
schemes demand that nodes go to sleep if there is no
activity, having as many sleeping nodes in the network as
possible®. The main advantage of location-based routing
lies in its efficiency in the sensor memory utilization. The
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overhead incurred by the other types of routing due to
maintaining routing table is “quadratic in network'® as
a result of topological changes in the network. Whereas
location-based routing algorithms only need accurate
neighborhood information (i.e., position of the neigh-
bor nodes) and position information of the sink to find
a good route'!. Positions of the nodes can be obtained
from low power GPS receivers or relative coordinates
can be found using different techniques’. Besides, loca-
tion-based routing schemes are highly scalable and
robust against frequent topological changes. They
can reduce transmission and processing overhead by
minimizing neighborhood information exchange, and
can minimize memory usage by not maintaining routing
tables'2.

In the literature we can find a lot of implementations
of location-based routing protocols. Some of them are the
following ones. The Greedy Perimeter Stateless Routing"
(GPSR) protocol is a non-energy aware protocol that uses
nodes location and packet destination to make packet
forwarding decisions. Under GPSR, packets are marked
by their originator with their destination’s locations. As
a result, a forwarding node can make a locally optimal
greedy choice in choosing a packet’s next hop. Specifi-
cally, if a node knows its neighbors’ positions, the locally
optimal choice of next hop is the neighbor geographically
closest to the packets’ destination. Forwarding in this
scheme follows successively closer geographic hops until
destination is reached. However, a problem may occur
when such a neighbor does not exist and the current
node is closer to the destination than any of its neighbors
(dead end). When a packet reach a dead end, the proto-
col switches to perimeter forwarding and uses the right
hand rule to take tours of enclosed cycles in a planarized
network graph. Upon receiving a greedy-mode packet
for forwarding, a node searches its neighbor table for the
neighbor geographically closer to the destination. If this
neighbor exists the node forwards the packet to it, oth-
erwise, the node marks the packet into perimeter mode.
GPSR forwards perimeter-mode packets using a simple
planar graph traversal (a graph in which no two edges
cross). Perimeter forwarding is only intended to recover
from a local maximum; once the packet reaches a loca-
tion closer than where the greedy forwarding previously
failed, the packet can continue greedy progress toward
the destination without danger of returning to the prior
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local maximum. GPSR and other similar algorithms
based on graph planarization are not perfect. Inaccuracies
in position estimates and irregular radio ranges (possible
due to obstacles) may result in errors in the planarization
procedure causing routing failures and infinite loops. On
top of that, this recovery procedure requires calculat-
ing and maintaining planar graphs information at every
node, which is highly inefficient given that this informa-
tion is rarely used'.

Until recently, research in smart antenna systems in
the area of sensor network has been prohibitive due to
size, cost, and power considerations. Smart antenna tech-
nology implemented within sensor network hardware
platforms seems contradictory. On the one hand, sensor
nodes are extremely sensitive to power consumption,
computational power, size and cost. On the other hand,
smart antenna systems not only require larger amount
of space (to handle multiple antenna elements), but also
more computational power (since signals from the set of
antenna elements are processed and controlled in order
to make communication more efficient), and more elec-
tronic elements capable of translating Radio Frequency
(RF) signals to baseband signals suitable for processing'.
Conversely, the use of smart antennas in sensor nodes
is not only feasible, but also desirable. As sensor node
dimension shrinks, RF communication will be forced to
utilize higher frequencies. Fundamental theory states,
however, that transmission using higher frequencies
results in lower effective communication ranges. To com-
pensate for distance loss, higher gains have to be achieved.
Increased gains, which can be attained using smart anten-
nas, are necessary to preserve connectivity in networks
and efficiently use a sensor node’s energy source®".

The advantages of using smart antennas in ad-hoc
communications has been demonstrated using small-
scale and large-scale fading models in'® where improve-
ments of 20dB in received Signal Noise Ratio (SNR)
were reached and the bit error rate was reduced by more
than 60%. Moreover, the use of smart antennas can be
significantly decrease the nodes’ power consumption, and
therefore increase their lifecycle®. In addition, according
to'®, integrating the smart antenna scheme into the sensor
hardware platform increases the total cost of the design
by only 3%. Finally, according to', the incorporation
of smart antennas on WSNs nodes resulted in approxi-
mate improvements in the quality of service by 20%, the
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efficiency by 50% and the percentage of active nodes by
20% and the energy consumption by 50%.

In®, the authors propose a new family of protocols
that try maximizing efficiency and minimizing energy
consumption by favoring certain paths of local data
transmission towards the sink by using switched beam
antennas at the nodes. Just like flooding, the protocol
requires nodes to forward every new incoming packet,
avoiding network resources depletion by restricting the
nodes that receive and hence retransmit the message with
the use of switched beam antennas. The mechanism that
controls this propagation of information is the following:
during the initialization phase of the network, the base
station transmits a beacon frame with adequate power
to be able to reach all the network’s nodes. Each node
switches among its diverse beams and finds the one that
delivers the best signal. After the initialization phase, the
nodes will use this beam only for transmitting data, and
they will use the beam lying on the opposite side of the
plane only for receiving data. During normal operation,
nodes retransmit every new incoming packet that has
not received before. The main drawback of this approach
is the need to reconfigure the entire network when a
topological change happens.

Tothebestof our knowledge, this work is the first attempt
to use smart antennas in order to create an energy-efficient
location-based routing protocol for Wireless Sensor
Networks. This is the main contribution of our research.

3. Proposed Solution

The previous section introduced some of the existing
location-based routing strategies for wireless sensor net-
works and exposed the reasons for which data routing in
this type of networks supposes a true challenge. In the
same way, recent advances reached in the implementa-
tion of smart antenna technology within sensor networks
were presented. We could observe the potentialities of
the exploitation of smart antennas in WSNs. The more
trivial benefits coming from such integration are: a higher
capacity in wireless links by effectively reducing multipath
and co-channel interference, improving network com-
munication and decreasing power consumption,
thus increasing its lifecycle'®. Additionally, they allow
making an accurate estimation of nodes positions without
requiring additional components".
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In this section, we present the Location Based Rout-
ing Algorithm (LBRA), a routing algorithm for WSNs
that uses smart antennas to get the node’s location. This
novel algorithm will satisfy following criteria: loop free
transmission, efficiency in energy management, scal-
ability, node failure tolerance, node heterogeneity and
guaranteed delivery.

3.1 Absolute Position vs. Relative Position

The development of localization work made loca-
tion-based routing possible. We can make full use of the
location information of nodes for route discovery. Loca-
tion-based routing protocols are less complicated and
easier to implement than cluster-based routing protocols
and more energy efficient than flat-based routing proto-
cols due to reduced flooding since these protocols require
only accurate neighborhood information and a rough
idea of the position of the destination eliminating the
necessity to set up and maintain explicit routes, reducing
communication overhead and routing table size. How-
ever, getting the location of a node is not a trivial task.

One possibility to deal with the location problem would
be to manually assign node’s location, which is often
impractical or impossible due to the number of nodes or
the method of deployment. Another option could be to
equip all nodes with a GPS receiver which will provide
the absolute or global position of each node. However,
this is an expensive solution due to GPS receiver’s costs,
power consumption and size requirements which are
inappropriate for resource-constrained networks. It may
also fail to work if some nodes cannot receive GPS signals
(for example it cannot be used for indoor applications).
A cheaper alternative would be to equip with GPS receiv-
ers (or manually provide correct coordinates) only a few
anchor nodes and, according to these, approximate the
coordinates of other nodes.

Smart antennas receive radio signals and collect infor-
mation such as AoA (Angle of Arrival), TDoA (Time
Difference of Arrival) and phase of the signal at arrival
and process it by the means of an embedded digital
circuit being only able to locate nodes in their range.
Thus, when combined with a relative-position based
routing algorithm, a node knows its neighbors™ status
of connections and relative positions, which makes the
route decision making process very simple. By contrast,
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in a global-position based routing algorithm, before
route decisions can be made, nodes must synchronize
the global position throughout the network, calculate the
network coordinates and work out the connectivity map
(highly variable), which makes the routing decision pro-
cess more complex®. Due to the limits imposed by the use
of absolute position in highly constricted networks such
as WSNs and considering the technical specifications of
smart antennas previously described, in this work we
propose to use relative position.

3.2 The Location based Routing Algorithm
(LBRA)

The main purpose of our proposed routing algorithm,
LBRA (location based routing algorithm), is to elimi-
nate network control overhead as much as possible. To
achieve this goal, the algorithm employs nodes’ position
for route decision, implements a novel mechanism to
collect the location information and involves only route
participants in the synchronization of location infor-
mation. In addition, the protocol uses node battery
information to make power aware routing decisions.
A few assumptions before presenting our solution:

o All nodes are equipped with smart antennas, thus
being able to identify their neighbor’s connection
status and relative position by the incoming radio
waves.

o All nodes in the network are energy constrained.

« All nodes in the network play the same role within
the routing process, which essentially means that
every sensor node is able to perform routing tasks.

 Each sensor node is outfitted with a battery and at
the beginning all nodes in the sensor field have the
same energy level.

o All nodes have a mechanism to know the remaining
battery level.

o All nodes in the network know the position of the
sink.

LBRA is prototyped from AODV (which has become
a milestone of reactive algorithms) and has three parts:
Route Discovery (RD), in which nodes seek routes to com-
municate among themselves, Route Establishment (RE), in
which nodes set up two-way connections by the exchange
of the required information, and Route Maintenance (RM),
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that poses a mechanism to select the best route in terms
of energy consumption among the routes found during
the Route Discovery stage. The Route Discovery in its
turn is divided into two stages: Route Request (RREQ),
in which a source node searches for a specific destina-
tion node in the network, and Route Reply (RREP) that
allows, once the destination node is found, the establish-
ment of the two-way communication path between the
nodes. Every node will have a Routing Table (RT) and a
Route Discovery Table (RDT) that will be constructed/
updated during the RD phase. The basic information
contained in the RT and in the RDT is shown in Table 1
and Table 2 respectively.

Table 1. LBRA routing table

Field Name
Pre-hop Address

Description

Location of the previous
hop from the source

Next-hop Address Location of the next hop

towards the sink

Status of the route: Active,
Discovery or Inactive

Entry status

A countdown timer
indicating the number
of milliseconds until the
route entry expires

Expiration Time

Table 2. LBRA route discovery table

Field Name Description
RREQID Sequence number of the RREQ
message

Source Address Location of the RREQ initiator

Sender Address Location of the device that sent the
most recent lowest cost route

request

Relay Cost The accumulated path relay cost
from the RREQ initiator to the

current device

Reverse Relay Cost The accumulated path cost from
the current device to the

destination device

Expiration Time A countdown timer indicating the
number of milliseconds until the

route entry expires
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3.3 Route Discovery

Route Discovery (RD) is a process that allows nodes to
collect and record the necessary information to commu-
nicate or to act as relay entities according to the case. In
this stage, RT and RDT entries in the nodes along the
path between two nodes wishing to communicate are cre-
ated. In LBRA there are two possible scenarios for the RD
process: flooding and limited flooding (concept originally
proposed in*' for mobile ad hoc networks). The choice of
the scenario will depend on the awareness of the sink’s
position: if the source node knows the location of the sink
node, it uses the limited flooding; otherwise, it floods the
entire network. The propagation algorithm to flood the
network is similar to the one used by the ZigBee AODV
route discovery process*. When a source node S needs to
communicate with the sink, it broadcasts an RREQ mes-
sage to all its neighbors. Each route request message is
uniquely identified by a conjunction of the Source Node
Identifier (SID) and an RREQ Identifier (RREQID) that is
incremented by the originator every time it sends a new
RREQ message. Upon reception of the RREQ, an inter-
mediate node ] broadcasts the RREQ to its neighbors. To
avoid loops, before forwarding the packet, J verifies the
SID and RREQID to check if the message has been pre-
viously received. If so, the redundant RREQ is dropped.
Given that the route request is disseminated to several
nodes by using the flooding algorithm, the path followed
by the message will be included in the RREQ packet.
Once the route request is received by the sink node, it
responds to the originator by sending a route reply mes-
sage (RREP) using the reverse path followed by the route
request received, in the same way as AODV?*. It is always
possible that the sink node does not receive a route request
message due to different circumstances such as transmis-
sion errors or because the sink node might be unreachable
from the sender at a certain moment. In order to control
that, when launching a route discovery, the sender sets a
timeout. If by the end of this time out no reply message is
received, a new route discovery request is started.
Time-out may also arise when the route reply message
from the destination is lost. The route discovery process is
started either when the source node does not know a route
to reach the sink node, or when a route previously estab-
lished between them is no longer available. In this latter
situation, since nodes have already had communication,
location information is available and instead of flooding
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the whole network looking for a route, LBRA will switch
to the limited flooding scenario, restricting the flooding
to a specific area called the Target Zone. Let’s consider
a node S that needs to set up a route to the sink, and it
knows the location of its neighbors. In this case, node S
defines a Target Zone for the route request, sending the
message only to certain neighbor nodes located within
a “cone” that has § as its vertex, the line connecting S
and the sink as its axis and the initial opening angle of
20°. Figure 1 illustrates the Target Zone setup for the
limited flooding.

Ifafter a suitable timeout period (calculated experimen-
tally) a route between nodes S and the sink has not been
discovered, the node S will start a new route request with
an extended target zone. The way to extend the target zone
is widening the opening angle of the “cone”. In this case,
however, the latency in determining the route from S to
the sink will be higher since more than one route request
will be necessary. The source node will recognize that a
route is broken if, by sending a data packet to the desti-
nation node, it receives a route error message. A node |
belonging to that route will send a route error message if
upon reception of a data packet the next hop on the route
is broken. As soon as the source node gets the route error
message, it triggers a route discovery for the sink, using
the limited flooding scenario. To be able of determining
whether the next hop on the route is working properly
or not, every node will send periodic hello messages,
with frequency hello_time milliseconds, to the nodes
that appear in its routing table as pre-hop (i.e. predeces-
sors), only in Active routes; the neighbors that receive
this packet keep record of the connectivity information.
Failing to receive max_hello_loss consecutive hello
messages is an indication that the next hop is out of order
and therefore, in the event a data packet must be transmitted
to it, a route error message will be generated in return.

A
\/

< »
Distance Route

Figure 1. Target zone setup for the limited flooding.
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3.3.1 Route Request

In LBRA, besides setting up connections between nodes, the
flooding is also used to synchronize the location information
throughout the network. Initially, a source node S wanting to
communicate with the sink node will be unaware or poorly
aware of the distribution of the network. Hence, when S trig-
gers the route request, it will set its location as P, (0,0) in the
RREQ package and the position information will be updated
hop by hop until the packet arrives at the sink node®. Figure
2 illustrates an example of the synchronization procedure of
a network with 4 nodes. To follow such example let’s start
with some definitions:

o V:Represents the set of neighbors of a node.

+ V:Represents the set of neighbors of node S.

« P/ . Represents the relative position of S in the coor-

dinate system of node J.

« x/: Position on the x axis of node S in the coordinate
system of node J.

« y/: Position on the y axis of node S in the coordinate
system of node J.

° Ps] = (xs]’ys])~

The procedure to follow to establish the location is:

o Striggers a route request.

+ Node ], € V, receives the RREQ and fixes the posi-
tion of S with respect to its own coordinate system.

+ Node J, forwards the RREQ to its neighbor J..

+ NodeJ, € V receives the RREQ message and fixes
the position of S by combining the position of JI,
with respect to its own coordinate system, and the
position of S with respect to the coordinate system

70

60 ,ﬁ—ﬁw’i

50

40

30

20‘

Packet Delivery Rate {%)

0 200 400 600 800

=—#—LBRA - 5 sources
=li—AODV -5 sources

Time (s)

Figure 2. Location synchronization.
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of J1 included in the RREQ received. The calcula-
tion is presented in the Equation (1).

J ] ] ] ] J ] T
Pi(xghyd) =P (xp7,p,0) + P (' ys,

S BRGeSy9) = B (g 0y 4 ) (1)

Following this procedure, location information is syn-
chronized throughout the network and eventually, with
the reception of the RREQ message, the sink node will
know the location of S with respect to itself and some-
how the path that must follow to reach it. Location
information will be used from that moment to make
routing decisions. An additional task accomplished by
the RREQ message while circulating throughout the
network, is to get the route relay cost value that corre-
sponds to the sum of the cost of using the nodes belong-
ing to the route that is being explored. Then, if we have
a route R={n,,n,,...,
C(R) as,

n,}, we define the relay cost of R,

C(R):ZC{”PHM} )

where Cin,n,,} corresponds to the cost of traversing

i+1

the link between #, and #,,,. Seeing that the energy is an

i+l
important factor in the utilization of a WSN, we decided
to use the energy consumption in sending data on a link
as our link cost. To measure this energy consumption, we
will use the model presented in (24). According to this
model, the energy spent by the transmitting node n, to
transmit a k-bit packet to its neighbor node n_, separated
from n. a distance d, is

E, (k.d)=E

elec

xk+E,, xkxd 3)

And the energy spent by the receiving node n_, to receive
a k-bit packet is
x k (4)

elec

r(k):E

Where the constant E | corresponds to the energy dis-
sipated to run the radio transmitter or receiver circuitry
and the constant E__ corresponds to the energy dissi-
pated to run the transmit amplifier. Deriving from the
above equations, the cost incurred by the sensor node n,
for transmitting a k-bit packet is:
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C{ni,nm}(k):z x E

elec

xk+E, xkxd(n.n.,) (5)

3.3.2 RREQ Process

Upon reception of an RREQ message, a node ] searches
within its RDT an entry matching the requirement. If
the entry exists, ] compares the relay cost stored on the
table with the one of the RREQ received. If the former is
lower the RREQ is discarded, otherwise the RDT entry is
updated with data from the RREQ. In the case where no
entry matches the RD, a new RDT entry is created. At the
end, J verifies whether the RREQ is addressed to itself (J
is the sink node) or not (J is an intermediate node). If J is
not the sink, it sets an RT entry for the destination node
with status Discovery and broadcasts the RREQ to its
neighbors (using flooding or limited flooding depending
on the scenario). Otherwise, it replies to the RREQ sender
with a route reply (RREP) message that travels along the
reverse path followed by the RREQ.

3.3.3 Route Reply

The RREP message is created by the sink node and
addressed to the originator of the RREQ to indicate that a
route between them has been found. To reach the source
node, the RREP simply backtracks the way followed by
the RREQ message. As the RREP message circulates on its
way back to the source, all intermediate nodes will record
the complementary data to establish the two-way path,
so that the sink node can communicate with the source
node. In a similar way as with the RREQ, before sending
the RREP towards the source, the sink node sets its loca-
tion information as P,” (0,0) and the location of the source
node, according to what obtained in the calculations, as
PP (x ,y{). Upon reception of the RREP, an interme-
diate node X transforms the location information to its
own coordinate system, updates the RREP message and
forwards it to the next hop. At a given time the RREP will
reach the source node establishing a bidirectional route.

3.3.4 Route Establishment

Upon reception of a route reply message (RREP), an
intermediate node J retrieves the RDT and RT entries
corresponding to the Route Discovery process that is
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being treated, and compares the back relay cost from
the RREP with the one from the RDT entry. If the for-
mer is bigger, the RREP is discarded; otherwise the RDT
(back relay cost) and the RT (next hop, pre-hop) entries
are updated and the RREP is forwarded to the next hop.
When the first RREP message reaches the RREQ orig-
inator, this one sets the Entry Status of the RT entry to
Active and updates the back relay cost and next hop/
pre-hop information in the RDT and in the RT respec-
tively. For all subsequent RREP messages, it compares
the back relay cost with the one on the RDT entry, dis-
carding the message or updating the tables as the case.
Intermediate nodes will only change the Entry Status to
Active upon reception of the first data message for the
given destination.

3.3.5 Routing Table Maintenance

In order to maintain the routing tables and minimize
control overhead, each RT entry will have an Expiration
Time field that will control the period of validity of the
record. Every time a node sends (if it is the source node)
or receives (in all other cases) a data packet, the expira-
tion time of the corresponding RT entry is reset. In the
event that the timer reaches zero and no data packet has
being sent or received according to the case, the Entry
Status of the record is set to Inactive. If a source node S
needs to reuse a route whose status has been set to Inac-
tive (i.e. to reactivate a route), it sends an Activate Route
(ACTR) message towards the destination node D through
the route, and intermediate nodes belonging to the path
will forward the ACTR to the next hop until it reaches
D. Upon reception of the ACTR message, the destination
node changes the status of the corresponding RT entry to
Active, and replies to the source node with an Activation
OK message (ACTOK) again following the route. How-
ever this time, before forwarding the packet, the inter-
mediate nodes will switch the RT entry to Active. Once
the ACTOK message reaches the source node S, it also
changes the status to Active and starts sending data pack-
ets. Since it is always possible that the activation of a route
fails, when launching an activation process, the sender
sets a time out. If by the end of this time out no ACTOK
message is received, the node assumes that the route is
broken and triggers a Route Discovery process using the
limited flooding scenario.
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4. Experimental Results

To assess the performance characteristics of our LBRA
protocol, we develop a detailed simulation model using
the NS2 simulation tool. We conduct these simulations
with the aim of finding the advantages of the protocol
LBRA with other routing protocols. As we have mentioned
previously, the popular standard for WSN applications
is the ZigBee specification. The network layer of ZigBee
supports AODV routing. So we compare the performance
of LBRA and AODV using NS2. We use the simulation
parameters shown in Table 3.

The Packet Delivery Rate is defined as the total
number of packets successfully received divided by
the total number of packets sent. In this experiment
we compare four scenarios, changing the number of
source nodes sending data packets and we assess the
Packet Delivery Rate (PDR) in each scenario. Figure 3
shows PDRs achieved using LBRA and AODYV in the
four scenarios. As it can be seen, regardless of the num-
ber of sources LBRA outperforms AODYV, improving its
performance as the traffic load increases because the
“cone” zone used to flood the RREQ packets reduced
the routing overhead, which in turn reduced the bur-
den on the MAC layer. Under high traffic load con-
ditions (i.e. scenarios with 18 and 32 sources) LBRA

Table 3. Parameters used in simulation

Parameter Value
Area 500 x 500 square meters
MAC Protocol IEEE 802.15.4

Radio Propagation
model

Antenna Model
Transmission Range
Traffic type

Packet Size

Data Interval

Topology

Number of nodes

Number of sources

Simulation time

Two-ray ground reflection
model

Directional Antenna
40 Meters
Constant Bit Rate (CBR)
32 Bytes
200 ms

Random with the sink at the
center

50 static homogeneous nodes
5, 10, 18 and 32 independent

sources

800 s
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keeps and average packet delivery rate of 92%, while
under low traffic load conditions (scenarios with 5 and
10 sources) the packet delivery rate is 59% and 78%
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Figure 3. Average packet delivery rate comparison.

respectively. The reason for that is due to the number of
active nodes participating in the routing process.

The Average Routing Overhead is the average ratio of
routing command packets circulating in the network
versusthe total of packets. This metric reflects how
much band width is occupied by the routing command
packets. It is clear from Figure 4 that LBRA’s perfor-
mance is superior to that of AODYV, confirming that
the latter generates more control load (i.e. generates a
bigger amount of control packets). The average rout-
ing load for LBRA is 33 packets per second, while for
AODV is 86. Additionally, it is evident from results
that the network establishment takes considerably
more time for AODV than for LBRA. The overhead is
reduced by LBRA because of the utilization of an infe-
rior number of nodes in order to find a route.
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Figure 4. Average routing overhead comparison.
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5. Conclusion

In this work we have proposed the Location Based Rout-
ing Algorithm (LBRA) as an alternative for WSNs rout-
ing, whose main purpose is to eliminate network control
overhead as much as possible. LBRA is a novel protocol
that employs smart antennas to position sensor nodes,
uses local position for route decision, implements an
original mechanism to collect and synchronize loca-
tion information and uses node battery information to
make power aware routing decisions. In order to asses
to what extent LBRA truly represents an improvement
with respect to the ZigBee routing, a series of simulations
were designed with the help of the Network Simulator
(ns). Basically, both protocols were implemented in the
simulator and its performance was compared in a variety
of traffic load, network size and mobility conditions. The
experiment results showed that LBRA succeed in reduc-
ing the routing overhead and incrementing the packet
delivery rate, improving the packet delivery rate for both
static and mobile networks. Additionally, network power
depletion is more balanced, since routing decisions are
made depending on nodes’ battery level. As future work
we plan to consider to assess other routing parameters,
for example, the mobility of the nodes, the energy spent
in the routing process and the impact of node’s mobility
in the protocol.
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