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Abstract
We present a Modified Artificial Fish Swarm Algorithm (MFSA) which has many benefits that includes higher conver-
gence rate, flexibility, fault tolerance and high accuracy. General behaviors systems of standard AFSA are: Prey, Follow, 
and Swarm. From the experimental results, we can say that our proposed system such as the optimized by Modified AFSA 
(MFSA) is better than that of PSO algorithm. Obviously, the feasibility of MAFSA based optimization method and the better 
global search capability of the AFSA have been proved.

Keywords: Data Mining, Particle Swarm Optimization, Modified Artificial Fish Swarm Algorithm, Minimal Support and 
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1.  Introduction
Data mining is an emerging technique to address the 
problem of reconstructing data into useful knowledge 
information from the user who can mine the results 
which they want. These rules are generated according to 
the knowledge by data mining algorithms in which one of 
most problematic steps in an association rule is discovery 
process knowledge validation. To solve this problem, 
association rules have been widely used in many applica-
tion domains for finding patterns in data and to generate 
the association rules. The pattern discloses combina-
tions of events that occur at the same time based on the 
interesting associations and/or correlation relationships 
among a large set of data items. The attributes value con-
ditions will be shown by association rule that take place 
frequently together in a given dataset. Excluding the 
antecedent (the “if ” part) and the consequent (the “then” 
part), an association rule has two important parameters 
which is used to gives the degree of uncertainty about 
the rule. 

(i)  �  Support: It is defined as the number of transactions 
that include all items in the antecedent and conse-
quent parts of the rule. Finding frequent item sets 

with their supports above the minimal support 
threshold is called minimal support.

Support X Y # of transactions which contain X & Y
# of tra

( )→ =
nnsactions in the database

� (1)

(ii) � Confidence: It is defined as the ratio of the number of 
transactions that contain all items in the consequent 
as well as the antecedent to the number of transac-
tions that include all items in the antecedent. Using 
frequent item sets (found in support equation (1)) to 
generate association rules that have confidence levels 
above the minimal confidence threshold.

Confidence X Y # of transactions which contain X & Y
# of 

( )→ =
ttransactions which contain X

� (2)

The objective of data mining is to find out significant 
associations along with items such that the occurrence of 
various items in a transaction will entail the occurrence of 
some other items. To accomplish this principle, suggested 
quite a lot of mining algorithms depends on the percep-
tion of large item sets to discover association rules in the 
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transaction data mining process into two stages. In the 
first stage, candidate item sets were produced and calcu-
lated through scanning the transaction data. The value is 
called as minimum support if the amount of an item set 
to emerge in the transactions be larger than a pre-defined 
threshold value then the item set is considered as a large 
item set. At the second stage the association rule, rules are 
generated from the first stage’s result of large item sets. 
For each large item set all feasible association permuta-
tions were formed and the value is called as minimum 
confidence the output will be as association rules, when 
individuals calculated with confidence values larger than 
a predefined threshold. 

The most representative association rule algorithm is 
the Apriori algorithm which is repeatedly generates candi
date item sets and uses minimal support and minimal 
confidence to filter these candidate item sets to find high-
frequency item sets1. Since the processing of the Apriori 
algorithm requires plenty of time, very important issue is 
a computational efficiency. To overcome the problem in 
Apriori, many researchers have proposed modified asso-
ciation rule-related algorithms. Savasere et al. introduced 
a partition algorithm for mining association rules which 
logically divides the database into a number of non over-
lapping partitions and it is demonstrated in2 by Krishna 
kumar. Toivonen introduced the sampling algorithm in 
19963. This algorithm is involved in finding association 
rules to reduce database activity. The technique gener-
ates accurate association rules, however in some cases 
some missing association rules might exist i.e., it does not 
generate all the association rules. The DIC algorithm was 
developed by Brin et al.4, DIC divides a database into vari-
ous blocks marked by start points and frequently scans the 
database. A genetic algorithm is also having benefits for 
association rule Mining5. Genetic algorithms can create 
appropriate threshold values for association rule mining. 
In another study, an ant colony system was also employed 
to data mining under multi-dimensional constraints17 
which is integrated with the clustering method to provide 
more precise rules18. Finally particle swarm optimiza-
tion is proposed in R.J. Kuo7. In addition, binary particle 
swarm optimization is proposed in Sarath et al22 and PSO 
application for association rule mining is investigated in23, 
but in PSO algorithm feasible problem is occurred.

AFSA is one of the approaches stimulated both from 
the nature and swarm intelligence methods. AFSA was 
proposed by Li Xiao Lei in 20028. This algorithm is an 
approach based on swarm behaviors that was inspired 
from social behaviors of fish swarm in the nature. This 

advance is significantly diverse from other methods 
which had only joined data mining and FSO together. 
AFSA is used in optimization applications e.g. PID con-
troller parameters setting9 multi-objective optimization10, 
global optimization11, neural network learning12, data 
clustering13, color quantization14 and etc. Most of their 
attempts had utilized to compact with the development of 
FSO as an optimization technique to resolve the data min-
ing problems, for instance classification and clustering. 
To obtain good performance of the proposed algorithm 
planned to combine the local search method to perform 
globally best solution attained in each generation. 

Because the processing of the Apriori algorithm needs 
abundance of time, its computational overhead is a very 
important drawback. With the intention of enhance the 
efficiency of Apriori; several researchers have proposed 
modified association rule-related algorithms. Park et al. 
proposed the DHP algorithm which can be derived from 
Apriori by introducing additional control. DHP makes 
use of an additional hash table that aims at limiting 
the generation of candidates as much as possible. DHP 
includes two major features, the efficient generation of 
large itemsets and the effective reduction of transaction 
database sizes. The Pincer-Search algorithm was proposed 
by Lin et al. and it can efficiently discover the maximum 
frequent set. This novel algorithm is analysed for Mining 
Multilevel Association Rule in19 by Usha Rani et al. The 
Pincer-Search algorithm integrates both the bottom-up 
and top-down directions. Very significant typical of the 
algorithm is that it is not necessary to clearly observe 
every frequent item set. Consequently, it performs well 
even when some maximal frequent item sets are long. The 
Pincer-Search algorithm can diminish both the number 
of times the database is read and the number of candi-
dates deemed. 

A single minimal support is insufficient for association 
rule mining since it cannot reflect the nature and fre-
quency differences of the items in the database. Therefore, 
the Multiple Minimal Support algorithm20 was proposed 
by Liu et al. which is a more flexible and powerful model, 
allowing the user to specify multiple minimal item sup-
ports. This model enables us to find rare item rules with 
frequent items. Yang et al. proposed the improved hash-
based scheme21, HMFS, for determining maximal frequent 
itemsets. The HMFS approach integrates the signifi-
cance of both the DHP and the Pincer-Search algorithm.  
A genetic algorithm is also having benefits for association 
rule Mining5. Genetic algorithms can create appropriate 
threshold values for association rule mining.
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2. � Particle Swarm Optimization 
to Association Rule Mining

In this work7, Particle swarm optimization was pro-
posed for association rule mining. The PSO algorithm 
has become an evolutionary computation approach and 
a significant heuristic method in recent years. Initialize 
PSO with a set of random particles (solutions) after that 
searches for optima is performed by updating generations. 
Each particle is updated by subsequent the two “best” 

values during all iterations. The first one is the best solution 
(fitness value) it has attained to this point and it is stored. 
This value is called “pbest”. The other “best” value that is 
determined by PSO is the best value acquired as far as this 
by any particle. This best value is a global best and also it  
is referred as “gbest”. Each particle updates its corresponding 
velocity and position after obtain these two best values. 

The existing system includes two parts, preprocessing 
and mining. The overall process of this system is shown in 
Figure 1. The first part offers procedures which are used 

Figure 1.  PSO based association rule mining.
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for estimating the fitness values of the PSO. In this part, 
the data are transformed and stored in a binary format. 
After that search range of the particle swarm is set with the 
help of the IR (item set range) value. The important goal 
of the system is the PSO algorithm is applied to mine the 
association rules are in the second part of the algorithm. 
This approach is used to transform transaction data into 
binary type data such as data is stored as either 0 or 1. This 
scheme can speed up the database scanning operation, 
and it estimates support and confidence without difficulty 
and also faster.

When IR analysis is used to make a decision the rule 
length produced by chromosomes in particle swarm pro-
gression, search efficiency is improved. IR analysis is used 
to minimize the meaningless item sets in the process of 
particle swarm evolution. This approach addresses the 
front and back partition points of each chromosome, 
and the range decided by these two points is referred 
as IR. Thereafter, the IR value calculated is employed to 
choose the front and back partition points of the chro-
mosomes. In the chromosome coding, the item set before 
the front partition point is called “item set X,” while that 
between the front partition and back partition points is 
called “item set Y”. The fitness value is used to estimate 
the significance of each particle. The fitness value of each 
particle calculated from the fitness function as shown in 
equation (3). 

    Fitness (k) = �confidence (k) × log (support (k)  
× length (k) + 1)� (3)

Where, Fitness (k) is the fitness value of association rule 
type k. Confidence (k) is the confidence of association 
rule type k. Support (k) is the actual support of associa-
tion rule type k. Length (k) is the length of association 
rule type k.

The next step is population generation. To apply the 
evolution operation of the PSO algorithm, it is need 
to produce the initial population. We choose particles 
which have larger fitness values and that particles in this 
population are known as initial particles. First, the par-
ticle with the highest fitness value in the population is 
choosen as the “gbest.” The initial velocity of the particle is 
set to be 0, while the initial position is group of particles. 
The particle’s initial “pbest” is its initial position and it is 
updated. Here designed a constrained technique which is 
used to estimate the distance between the particle’s new 
position and all the possible particles. For complete par-
ticle evolution, the design of a termination condition is 

necessary. The evolution ends when the positions of all 
particles are unchanged. Another termination constraint 
occurs after 100 iterations and the evolution process of 
the particle swarm is concluded. As a final point, after 
the best particle is found, its support and confidence are 
suggested as the value of minimal support and minimal 
confidence.

3.  �Modified Artificial Fish Swarm 
Algorithm (MAFSA)

In the preliminary work7, there is a problem the opti-
mization. They are global optimization & single 
optimization problem and feasibility problem in mul-
tidimensional function. To overcome these difficulties 
we propose a modified artificial fish swarm algorithm 
(MAFSA). AFSA is one of the swarm intelligence 
approaches which operate according to the population 
and stochastic search contributed to address optimiza-
tion troubles. This algorithm has been used in various 
applications. AFs search the problem space by basic 
behaviors. AFSA objective function is defined as a food 
consistence degree in water area. At last, AFs reach to 
a point which its food consistence degree is highest 
(global optimum). In this algorithm basic behavior of 
AFSA is changed. The basic behaviors of AFSA are prey, 
follow, and swarm.

Overall architecture of our proposed system is shown 
in Figure 2. The proposed algorithm includes two parts, 
preprocessing and mining. The first part offers proce-
dures which are used for estimating the fitness values of 
AFSA. In this part, the data are transformed and stored 
in a binary format. After that search range of the par-
ticle swarm is set with the help of the IR (item set range) 
value. The important goal of the system is the MAFSA 
algorithm is applied to mine the association rules are in 
the second part of the algorithm.  Initially, we process 
with AFSA encoding, this step is related to chromosome 
encoding of genetic algorithms. Produce a population 
of AFSA based on the estimated fitness value is the next 
step. As a final point, the AFSA searching process tak-
ings until the condition is attained i.e., the best AF is 
found. The minimal support and minimal confidence 
are represented by the support and confidence of the 
best AF. Consequently, we can utilize this minimal sup-
port and minimal confidence for further association 
rule mining. 
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3.1  Binary Transformation
Binary transformation6 is to converted transaction data 
into binary type data such as data is stored as either  
0 or 1. This scheme can speed up the database scanning 
operation, and it estimates support and confidence without 
difficulty and also faster. The transformation technique is 
discovered by five records such as T1 to T5, in the original 
data. Each data present in the records is transformed and 
stored as a binary type. For example, there are a total of 
only four various products in the database, thus four cells 

present in each transaction. Take B4 as an instance, this 
transaction only purchased products 2 and 3; as a result 
the values of cells 2 and 3 are both “1s,” in addition cells 1 
and 4 are both “0s.”

3.2  Calculation of IR Value
This study applies the AFSA in association rule mining, 
as well as in the calculation of IR value which is included 
in encoding process. The aim of such an insertion is to 
generate more significant association rules. Moreover, 

Figure 2.  MAFSA based association rule mining.
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search efficiency is increased when IR analysis is utilized 
to decide the rule length generated by chromosomes in 
AFSA. IR analysis is used to minimize the meaningless 
item sets in the process of AF swarm evolution. This 
approach addresses the front and back partition points of 
each chromosome, and the range decided by these two 
points is referred as IR which is shown in equation (4),

	

IR =[log(mTransNum(m)) + log(nTransNum(n))]

= Trans(m, n)
TotalTrrans

� (4)

In the equation 4, m ≠ n and m < n. where “m” is 
defined as the length of the item set and TransNum(m) 
means the number of transaction records containing m 
products. “n” is defined as the length of the itemset and 
TransNum(n) means the number of transaction records 
containing n products. Trans(m, n) is the number of trans-
action records purchasing m to n products. TotalTrans 
means the number of total transactions.

3.3  Encoding 
Based on the general principle of association rule min-
ing, the connection of the association rule of item set X 
to item set Y (X → Y) must be empty. Items which appear 
in the item set X do not appear on item set Y, and vice 
versa. Thereafter, the IR value calculated is employed to 
choose the front and back partition points of the chro-
mosomes. In the chromosome coding, the item set before 
the front partition point is called “item set X,” while that 
between the front partition and back partition points is 
called “item set Y”. In this work the chromosome encod-
ing scheme is “string encoding”. Each value represents a 
different item name, which means that item 1 is encoded 
as ‘1’ and item 2 is encoded as ‘2’. The representative value 
of each item is encoded into a string type chromosome by 
the consequent order.

3.4  Fitness Value Calculation 
The fitness value is used to estimate the significance of 
each particle. The fitness value of each particle calculated 
from the fitness function as shown in equation (5), 

    Fitness(k) = �confidence(k) × log (support(k)  
× length(k) + 1)� (5)

Fitness (k) is the fitness value of association rule type 
k. Confidence (k) is the confidence of association rule 
type k. Support (k) is the actual support of association rule 

type k. Length (k) is the length of association rule type k. 
The objective of this fitness function is maximization. The 
larger the AF support and confidence is the greater the 
strength of the association i.e., it is an important associa-
tion rule. In the equation (5), parameters such as support, 
confidence and item set length must be estimated before 
determining the fitness value. This system uses the binary 
type data search approach. 

3.5  Population Generation 
In order to apply the evolution operation of the AFSA 
algorithm, it is need to produce the initial population. 
Here we choose AFs which have larger fitness values and 
that AFs in this population are known as initial AFs.

3.6  Search the Best AF Process
3.6.1  Prey Behavior
This behavior is an individual behavior. Besides process-
ing this behavior, each AF does a local search around 
itself. By operating this behavior each AF efforts try num-
ber times to substitute to a new position with good fitness. 
Let assume AF i is in position Xi and needs to carry out 
prey behavior. Subsequent steps are carried out in prey 
behavior:

•	 AF i considers a target position in visual by equation (6),  
then estimates its fitness value. d is dimension number 
and Rand generates a random number with uniform 
distribution in [–1, 1]:

	 XT, d = Xi, d + Visual × Randd(–1,1)� (6)

•	 If fitness value of position XT is better than current posi-
tion of AF i, position will be updated by equation (7):

	 X X
 

i T= � (7)

Steps a and b are performed try number times. By 
implementing above steps, in the best case, an AF can 
update its position at most try number times and move in 
the direction of improved positions. In the most terrible 
case, none of AF’s efforts to determine better position will 
be achieved. After that in this condition after executing 
prey behavior, there will be no alternate at all.

3.6.2  Follow Behavior
This function is a group behavior which means interac-
tions between swarm members are done globally. AFs 
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in Standard AFSA in case of not determining improved 
positions in carry out standard prey behavior move one 
step indiscriminately15,16 and drop their previous position. 
Although, in MAFSA, in prey behavior if an AF is not 
able to move to improved positions, it won’t move at all 
and will stay its previous position. This reasons that the 
best AF (based on the fitness value) of swarm locates in 
the best found position by swarm member as far as this.  
The cause is that in prey behavior in MAFSA, an AF 
relocate if only moves to an improved position. In follow 
behavior, each of AFs moves one step toward the best AF 
of swarm by using equation (8):

X X X X
Dis

Best i

i Best

 
 

i i(t ) (t) ( ) [Visual Rand( ,
,

+ = + − × ×1 0t 11)]� (8)

Xi is position vector of AF i which performs follow 
behavior and Xbest is position vector of the best AF in 
swarm. As a result, AF i move at most to Visual extent  
in each dimension on the way to the best AF of swarm. In 
reality, after determining more food by a fish, other swarm 
members follow after it to reach more foods. Following 
the best AF of swarm causes convergence rate enhance 
and used to maintain reliability of AFs in a swarm. 

3.6.3  Swarm Behavior
This behavior is a group behavior. In other words, it is 
processed globally among members of swarm. In swarm 
behavior, central position of swarm is estimated in terms 
of average of all swarm members position in each dimen-
sion. Central position of swarm Xcenter is obtained by:

	 Xcenter d, =
=
∑1

1N
Xi d

i

N

, � (9)

As it is observed, component d of vector Xcenter (9) is 
the arithmetic mean of component d of all AFs of swarm. 
For AF i, move condition in the direction of central posi-
tion is verified, i.e. f(Xcenter) ≥ f(Xi) and if this condition is 
satisfied, next position of AF i is obtained by:

X X X X
Dis

center i

i center

 
 

i i(t ) (t) ( ) [Visual Ran
,

+ = + − × ×1 t dd( , )]0 1

� (10)

Equation (10) is used for all AFs that have worse posi-
tions than central position so they move toward Xcenter. But 
for the best AF locating in XBest, if fitness value of Xcenter is 

better than XBest, next position of the best AF is obtained 
from:

	 X X
 

Best center= � (11)

The reason of using (11) equation for the best AF is 
that it may be located in worse position than its current 
position by moving toward Xcenter by using corresponding 
equation, because it is possible to have worse positions 
in the way ending to Xcenter from XBest. Consequently, it 
may reason to lose the best position found by all mem-
bers of swarm to this point. This problem is removed by 
using of above equation for the best AF. The cause of not 
using above equation for all AFs is that altering position 
of swarm fishes to an alike position guides to tremendous 
decrease in diversity of swarm and significant decrease of 
convergence rate.

4. � Experimental Result and 
Discussion

The experiment conducted in the two datasets namely 
FoodMart2000 and stock market. In the first experi-
ment, every transaction record in the FoodMart2000 
has 1–13 items. Several kinds of transaction databases in 
FoodMart2000, so we only select sales fact 1997 data table 
for evaluation. In observe to data selection, 6000 customers 
are indiscriminately chosen along with their consequent 
transaction data at various times. After arrangement, 
there are a total of 12,100 transaction records for these 
customers. After calculating the IR values, we find that 
IR(1 → 6) = 5.86822 is the largest. Therefore, we can gen-
erate five different dimensions of encoding types for the 
AF swarm. They are two dimensions, 1 → 2, three dimen-
sions, 1 → 3 and 2 → 3, four dimensions, 1 → 4, 2 → 4, and 
3 → 4, and five dimensions, 1 → 5, 2 → 5, 3 → 5, and 4 → 5,  
and six dimensions, 1 → 6, 2 → 6, 3 → 6, 4 → 6, and 5 → 6.  
According to these five dimensions, we can implement 
the AFSA mining process. 

The second experiment investigates the association 
rules of investors’ purchasing behavior of stocks within 
different industrial groups. The data are transformed into 
binary form with 1330 trading records. After the calcu-
lation of IR values, we find that IR(1 → 2) = 5.23184 is 
the largest. Given the particle population of 10, this study 
implements the AFSA mining process and the final results 
show seven association item sets. They are {Steel and Iron 
→ Electronics}, {Tourism → Electronics}, {Wholesale and 



T. Bharathi and P. Krishnakumari

Indian Journal of Science and Technology 1913Vol 7 (12) | December 2014 | www.indjst.org

Retail → Electronics}, {Finance → Electronics}, {Chemicals 
→ Electronics}, {Elec. Appliance and Cable → Electronics} 
and {Others → Electronics}. According to the results of 
the association itemsets, investors who purchase stocks 
from the industrial groups including Steel and Iron, 
Tourism, Wholesale and Retail, Finance, Chemicals, Elec. 
Appliance and Cable and Others tend to purchase stocks 
from the Electronics industry.

In this experimentation we measure the performance 
of the system in terms of the association rule mining accu-
racy, computation time and rule quality. These parameters 
are measured by using the following equations. Data will 
be divided into two phases: training phase data and test-
ing phase data. Generate a model based on the given rules 
in the target trouble using training data and afterward the 
model will be used on the testing data to attain the valida-
tion accuracy. The accuracy rate in data mining process is 
generally defined as:

	
Accuracy rate

True positive + True negative
True positive + 

=
TTrue negative + False positive + False negative

� (12)

The quality of the resulting rule is evaluated according 
to the rule-evaluation function 

	 Quality sensitivity specificity= × � (13)

= ×True positive
True positive + False negative

True negative
TTrue negative + False positive

� (14)

•	 TP (True positive)

If the outcome from a prediction is p and the actual value 
is also p, then it is called a true positive (TP); 

•	 TN (True negative)

A true negative (TN) has occurred when both the predic-
tion outcome and the actual value are n in the number of 
input data.

•	 FP (False positive)

If the outcome from a prediction is p and the actual value 
is n then it is said to be a false positive (FP).

•	 FN (False negative) 

False negative (FN) is when the prediction outcome is n 
while the actual value is p.

Figure 3 shows the accuracy rate of existing and pro-
posed system in accordance to two parameters such as 

accuracy rate and the number of datasets. From the graph 
we can see that, when the number of datasets is increased 
then the accuracy rate of the system is reduced conse-
quently. Accuracy rate of the system is reduced in existing 
system compared with the proposed system. Based on the 
comparison results which are extracted from the experi-
mentation show the proposed technique works better 
than the existing schemes.

Figure 4 shows the quality rate of existing and pro-
posed system in accordance to two parameters such as 
quality rate and the number of datasets. From the graph 
we can see that, when the number of datasets is increased 
then the quality rate of the system is reduced conse-
quently. Quality rate of the system is reduced in existing 
system compared with the proposed system. Based on 
the comparison results which are extracted from the 

Figure 3.  Accuracy comparison.

Figure 4.  Quality comparison.
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experimentation show the proposed technique works 
better than the existing schemes.

Figure 5 shows relationship of the computation time 
rate between the existing and proposed system based on 
two parameters of population size and run time. Though 
the proposed MAFSA algorithm for association mining 
requires more computation time with increasing popula-
tion size, the increase is not significant. From this graph 
we can say that, the computation time for the proposed 
algorithm less compared to the existing PSO algorithm. 
This means the proposed paper has more effective in 
computation time parameter.

5.  Conclusion
Association rule mining is one of the most significant 
methods in the field of data mining. In our study, we 
are proposing the novel technique of Modified Artificial 
Fish Swarm Optimization Algorithm for the intension 
of enhance the association rule mining. This effective 
approach is utilized to overcome the problem on gener-
ating the association rules in the previous works. Here 
we have analysed the proposed technique through the 
comparison with the existing concept of association rule 
mining. Our proposed system offers a well-organized 
association rule mining application for the information 
searching from the outsized databases.  Moreover, there 
are some related works to follow in the future. First, some 
work can be done to set a better initialization before the 
process of algorithm start. Second, adaptation of Visual 
with some learning methods will also enhance the effec-
tiveness of the system so much.
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